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Fig. 1.

A user summary, shown in the first row, represents a possible ground truth. The second row presents a summary obtained with the

proposed approach, referred to as PLSIC. Third and fourth rows display summaries obtained by means of our implementation of VSUMM [1]
technique and K-means++, where the number of clusters K is estimated by a shot boundary detection algorithm. The last row is a summary

obtained by the original VSUMM method [1], publicly available.

Abstract—Clustering techniques have been widely used in
areas that handle massive amounts of data, such as statistics,
information retrieval, data mining and image analysis. This
work presents a novel image clustering method called Partial
Least Square Image Clustering (PLSIC), which employs a one-
against-all Partial Least Squares classifier to find image clusters
with low redundancy (each cluster represents different visual
concept) and high purity (two visual concepts should not be
in the same cluster). The main goal of the proposed approach
is to find groups of images in an arbitrary set of unlabeled
images to convey well defined visual concepts. As a case study,
we evaluate the PLSIC to the video summarization problem by
means of experiments with 50 videos from various genres of
the Open Video Project, comparing summaries generated by
the PLSIC with other video summarization approaches found
in the literature. A experimental evaluation demonstrates that
the proposed method can produce very satisfactory results.

Keywords-Image Clustering; Partial Least Squares; Video
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I. INTRODUCTION

An increasing volume of digital images and videos has
become available over the years due to the growth of smart-
phones, tablets and Internet of Things in general. Therefore,
the development of techniques capable of managing large
amount of data in a fast and accurate way is important to
extract any valuable information.

Finding natural groupings is the goal of clustering methods,
such as K-means [2]. They can help classify and separate
information in order to make data analysis easier. Examples
of problems related to data grouping are data indexing, data
compression and natural image classification [3]. Applied
to visual concepts, Singh et al. [4] proposed a method for
grouping image patches to separate visual concepts and then
use them as mid-level features [5].

Video summarization is the task of selecting a set of images
that compose a video, called frames, such that the selection
can convey the main information of the video. This way, the
user does not need to watch the entire video, but only those
segments of particular interest, which helps dealing with the
huge amount of data generated nowadays.

A classic method for extracting a summary from a video is
by grouping a subset of its frames by means of a clustering
algorithm, such as K-means [2]. However, the problem with
this approach is that K-means does not work properly on
general scenarios. For instance, only groupings that are cir-
cularly shaped will be found when Euclidean distance is used.
Furthermore, the inherent problems related to the analysis of
data in high dimensionality, called curse of dimensionality [6],
make it very hard to separate the frames based on distance
metrics [7].



This work proposes a novel image clustering method based
on Partial Least Squares [8], called Partial Least Squares
Image Clustering (PLSIC). Our method is inspired by the work
developed by Singh et al. [4], which also focuses on improving
the K-means algorithm for grouping images. Their method
employs K-means to find an initial grouping of image patches,
prunes unsatisfactory results and then, until convergence, it
learns a binary SVM classifier for each cluster, which is then
used to search for suitable patches that will be assigned to
clusters. Since Singh et al. [4] employ SVM classifiers, a
minimum number of samples and a set of negative samples are
required (e.g., large set of images acquired from Flickr! for
learning). On the other hand, we use the one-against-all Partial
Least Squares (OAA-PLS) [9], which is capable of dealing
with a limited number of samples and is suitable for video
summarization, where negative samples are not available.

The main disadvantage of employing K-means to group
images is that it can easily get stuck to local optima [3], which
means that its clusters can be far from the optimal solution,
i.e., it can have low purity (mixed samples in a given cluster).
Due to the ability of the OAA-PLS in capturing different visual
information with highly unbalanced class distributions based
on a single or very few samples per class [9], our approach can
be initialized by using only the sample closest to the centroid
of each cluster, which is expected to keep high cluster purity.

Regarding the video summarization problem, if the initiali-
zation of the clustering algorithm does not include a given
keyframe, there is no guarantee that it will be added to
the summary in later steps. This way, our approach can be
initialized with a large number of pure clusters (frames) that
might be merged in a later step to minimize the redundancy
among clusters. As a consequence, the final clusters will be
composed of discriminative visual concepts. Therefore, the
goal of the proposed work is to find groups of images in
an arbitrary set of unlabeled images to convey well defined
visual concepts. In the context of video summarization, the
goal is to find a grouping of frames that also captures a visual
concept, often from a shot of the video, and then, from this
grouping, pick one as a keyframe. This motivates us to apply
this technique to video summarization.

Our method is evaluated on videos from the Open Video
Project?, a widely used dataset for video summarization, and
compared to other techniques available in the literature, includ-
ing the simple K-means approach, VSUMM summaries, and
our implementation of VSUMM, which has no preprocessing
step and uses the same pipeline as our method to have a fair
comparison. The proposed PLSIC scored a F-measure [10] of
0.649 in the summarization of videos from the Open Video
Project, which is a significant result since we do not employ
any preprocessing to generate the summaries, a common
strategy found in video summarization approaches.

Uhttp://press.liacs.nl/mirflickr
Zhttp://www.open-video.org/

II. BASIC CONCEPTS AND RELATED WORK

In this section, some of the main approaches related to
clustering and video summarization are briefly presented and
discussed, along with some basic concepts.

A. Data Clustering

A data clustering problem is one in which a set of elements
must be grouped to minimize the dissimilarity of elements
present in the same group and maximize the dissimilarity in
elements that belong to different groups. A more in-depth
discussion about all these problems can be found in Jain [3].

A classic clustering algorithm is K-means [2]. The standard
K-means approach depends on three user-specified parameters:
number of clusters K, cluster initialization and distance met-
ric. The Euclidean distance is the commonly used similarity
metric, which finds ball-shaped groupings of data. The initi-
alization parameter can lead to very different results, since
the method can converge to local optima. The estimation
of the parameter K can be very difficult since it needs a
previous detailed knowledge of the domain of the data to
be clustered, which is proven to be even more difficult when
considering high dimensionalities of data, typically found in
many computer vision applications.

Besides K-means, there are various other clustering algo-
rithms, which define similarity or connectedness between clus-
ters differently. Some clustering methods, like DBSCAN [11],
consider similarity as the number of common neighbors
shared. Other clustering methods employ probabilistic mixture
models, where each cluster is described by one or more
mixture components, e.g., Expectation Maximization [12] and
Latent Dirichlet Allocation [13].

B. Classification-based Clustering

Since clustering approaches applied to the image domain do
not provide satisfactory results, due to high dimensionality and
distance metrics, Singh et al. [4] proposed a clustering method
that uses a classifier to refine and improve the separation
obtained by K-means. The goal was to find patches of images
that were discriminative of arbitrary visual concepts that could
then be used as mid-level features. Our approach is inspired
on theirs.

The method in [4] employs an iterative procedure that
alternates between clustering and training of discriminative
classifiers, while applying careful cross-validation at each step
to prevent overfitting. The classifiers are used to increase the
purity of the clusters, which is defined by homogeneity of
visual concepts. Because they employ SVM classifiers, they
require a minimum number of samples and a set of negative
samples, for which they consider a large dataset composed by
images acquired from Flickr. On contrast, we employ an OAA-
PLS, which does not require the need for both a minimum
number of samples and a negative set.

A disadvantage of the approach proposed by Singh et al. [4]
is its need for large datasets of images, a set of interest,
known as the discovery set, and another to represent the
“natural world”. Singh et al. [4] used this “natural world” as



negative set to learn the SVM classifiers, i.e., for each cluster, a
classifier was learned to discriminate the visual concept of the
cluster from the natural world. In addition, their use of SVM
implies that the clusters need to have a minimum size since
SVM does not work well with a small number of samples.

The demand for a large negative set in [4] makes their
method unsuitable for video summarization. This happens due
to the fact that the data consist of frames from a video and
the goal is to classify them in an unsupervised way, where the
definition of a negative set would require a previously acquired
information. On the other hand, due to the use of an OAA-PLS
classifier, our method does not need a negative set since the
classification focuses on discriminative features by employing
a one-against-all classification scheme.

C. Video Summarization

A video consists of images, named frames, which can be
semantically grouped into shots. Thus, a shot is a collection
of similar frames, that share a common visual concept. Phys-
ically, a shot is often the product of a contiguous recording
of a video, and therefore, its frames are usually from one
same location and conveying one same motif. Furthermore,
the shots can be semantically grouped into scenes, composing
the hierarchy of a video.

The task of video summarization can be defined by finding
a set of keyframes with low redundancy and discriminative
important events in the video. Video summarization techniques
can be divided into static and dynamic. In the former, the
summary is a series of still images (keyframes) and are a
representation of a part of the video content, whereas, in the
latter, frames from the video are selected to compose short
clips or a video skim. Truong et al. [14] consider to be more
entertaining watching a skim than a slide show of keyframes.
They also assert that keyframes can be, for instance, reordered
to show spatial relationships instead of being chronologically
ordered, which can be more representative and also reduce
computational cost for various video analysis and retrieval
applications.

Clustering algorithms are commonly employed to separate
similar frames into groups and choose a frame from each of
these groups as a keyframe, as can be seen in Mundur et
al.; Furini et al. and Avila et al. [15], [16], [1]. A popular
method is the spectral clustering, which also can be used in
video summarization to extract keyframes [17] and for shot
boundary detection [18].

Mundur et al. [15] proposed a video summarization method
based on Delaunay triangulation [19] to make an automatic
cluster of video keyframes. For each video frame, an HSV-
color histogram of 256 bins is constructed. From this his-
togram, a 256-dimension line-vector is created. The compo-
sition of all line-vectors from all video frames forms then a
matrix of dimensions N x 256, where N is the total number of
frames. Next, a Principal Component Analysis (PCA) [20] is
applied to reduce the dimensionality of this matrix, optimizing
the total processing time. Then, the Delaunay triangulation
algorithm is executed on the data to generate the appropriated

clusters. The keyframes obtained from each cluster are then
identified from their respective centroids.

Furini et al. [16] developed a video browsing system with
a summarization technique that produces both static and
dynamic summaries on-the-fly, where users can customize
summary properties such as storyboard length and the ma-
ximum time the system must take to produce the storyboard.
This technique uses a fast clustering method that takes frame
characteristics from HSV color space to separate the frames of
a video in different groups. In doing so, this approach becomes
faster than standard K-means, as well as the method of [15].

Avila et al. [1] proposed a methodology to produce static
video summaries. Instead of using all frames of a video, the
method samples the video to only one frame per second,
reducing the summarization processing time. Furthermore,
the feature extraction process is done by using 16-bin color
histograms of the hue component of the HSV-color space
frames. Then, the number of clusters is estimated by com-
puting the pairwise distances between consecutive frames and
comparing then to a fixed threshold. Once this number is
found, the frames are clustered and the summary is generated.
Moreover, they also developed an evaluation metric called
CUS (Comparison of User Summaries), in which, for each
video used in the tests, the automatic summaries (the ones
generated by their method) are compared to five manual
summaries (ground-truth), produced by different users. Later,
similar frames between the automatic summary and the manual
summaries are identified, based on the same HSV-color space
histogram used in the feature extraction process.

Almeida et al. [21] presented an online summarization
approach named VISON, which handles video frames on the
compressed domain and allows user interaction and customiza-
tion of specific parameters, such as quality of summaries and
maximum waiting time. In this approach, video frames are
reduced to DC images (based on Discrete Cosine Transform
(DCT) coefficients) and HSV-color histograms are then ex-
tracted from these images.

Mahmoud et al. [22] combined color and texture features
from video frames to generate summaries. In addition, the
frames are clustered by a modified version of the DBSCAN
clustering algorithm [23], selecting the middle core frame of
each cluster as the keyframes that comprise the final summary.
As in [1], the CUS metric was used to evaluate the quality of
the summaries, but the similar frames were detected using both
color and texture features, instead of using only color.

The proposed image clustering approach is similar to the
method presented by Singh et al. [4], although there is no need
for a negative set, which makes our method more general and
also possible to be applied in video summarization. The merge
step in our approach can also reduce redundancy. In addition,
since our method compares entire clusters, it is less costly than
the pairwise frame comparison as employed in [1], [21].

The flow of of execution of our experiments are similar
to that developed by Avila et al. [1], in which there is an
initialization step followed by a grouping of images and,
then, a step to reduce redundancy of the summary. Although



Avila et al. [1] rely on K-means [2], it is not well suited for
high dimensionality grouping, as it is the case of image data.
Our approach, though dependent on the cluster initialization,
reduces its dependency from K-means by performing a later
merge step.

III. PROPOSED APPROACH

The main purpose of our work is to find groups of images
in an arbitrary set of unlabeled images (the discovery dataset
D) in such a way that the elements in these groups can be
discriminative and, therefore, convey a well defined visual
concept. The flow of execution of our proposed method is
illustrated in Figure 2 and summarized as follows.

Initially, the method receives an input of extracted features
(the discovery set) and splits it in two subsets (D; and D-)
to avoid overfitting of the classifiers. Then, an initial grouping
is estimated on D; by using some clustering method (Sec-
tion ITI-A). Afterwards, an OAA-PLS classifier is trained based
on the initial clustering and this classifier is used to search for
elements of high response in the D, subset (Section III-B).
These elements are assigned to new clusters (Section III-C),
which are compared against each other for similarity, such
that similar clusters are merged (Section III-D). After the
merge step, a new classifier is trained on the new clusters
composed of Dy, whereas elements that belong to D; are
assigned to form new clusters. These steps are performed until
convergence, which can occur due to a maximum number of
iterations, a minimum number of clusters, lack of merging or
cluster stability.

A. Initialization

The initialization is composed of two steps: construction of
the discovery subsets and assignment of the initial clusters.
First, it splits the input dataset (discovery set) in two equal
sized disjoint sets, called D; and Ds. Then, a clustering
method may be applied on D; in order to obtain an initial
clustering. This initial clustering does not need to be very pure.
However, its purity will affect other parameters of the method.
Some methods for initialization are evaluated and discussed
during the experiments.

Similarly to Singh et al. [4], the discovery set contains the
samples to be clustered. However, since an OAA classifier is
employed, there is no need for a natural set containing counter-
samples, which is an advantage of our method and what makes
it applicable to video summarization.

B. Learning

An OAA-PLS classifier is learned for each cluster available.
Since it is a one-against-all classifier, for each class/cluster
there is a training stage in which the elements in that class are
considered to be from a positive class and the elements of other
classes are considered to be negative. This way, each classifier
will focus on features that better discriminate the positive
class from the remaining classes, in other words, focusing on
increasing the purity of each cluster.
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Flowchart of the proposed clustering method.

By using a one-against-all PLS classifier, we are able to
capture different visual information with highly unbalanced
class distributions with a single or very few samples in the
positive class [9]. Therefore, our method eliminates the need
for a negative set, which is suitable for video summarization,
and also allows the use of a single element in each of the
initial clusters, which assures high cluster purity.

C. Assignment

Since an OAA classifier is employed, if an element belongs
to two different classes, the learning of the classifier can be
affected. For this reason, a hard assignment technique was
chosen, that is, an element can only be assigned to a single
cluster.

In the assignment step, a matrix is constructed in which
an element m; ; represents the response of the j-th dataset
entry against the i-th class of the classifier. Each row of
this matrix is sorted according to the responses, but without
losing information of the original position which represents
the identification of the sample. Then, for each row, the value
of the first m elements that are not yet assigned are added. The
row with the largest sum is chosen and its first m unassigned
elements are assigned to a new cluster. New clusters are
formed until the number of new clusters is the same as the
number of old clusters.

D. Merge

The merge was inspired by agglomerative hierarchical clus-
tering [3]. It consists of two steps: construction of a similarity
matrix and search for similar clusters. The similarity matrix
is a structure in which every element M (i, ) is a similarity
value, according to some similarity metric between the i-th
and j-th clusters.

After constructing the similarity matrix, similar clusters are
searched. Since the position in the matrix with the highest
value represents the most similar pair of clusters, it is selected.
If it is higher than a merge threshold, A, the clusters corre-
sponding to the row and column of the selected position are
merged, that is, one of them is removed and the other receives
the elements of the deleted cluster and the row and column that
participated in the merge are assigned as zero value, so they



do not interfere in further calculations. Then, another position
in the matrix is selected. This process is repeated until there
is no position with a value higher than A (note that no cluster
can participate in more than one merge; therefore, at a given
iteration of the method, the number of clusters can be reduced
to half its size at most).

The merging step, as described, is able to eliminate re-
dundant clusters, improving the results achieved by K-means,
as it will be shown in the next section, where we compare
the results achieved by the proposed approach with video
summaries obtained using only K-means.

IV. EXPERIMENTS ON VIDEO SUMMARIZATION

Even though the proposed image clustering approach can
be used in more general purpose problems, we demonstrate
its application to the video summarization problem since, as
mentioned earlier, our method is able to find groups of images
in an arbitrary set of unlabeled images conveying well defined
visual concepts. Elements from the same shot tend to have one
same visual concept, therefore, by finding discriminative visual
concepts, the method can also find different shots, hence, being
suitable for video summarization. A shot corresponds to abrupt
video frame transitions related to the searched visual concepts,
making our method suitable for video summarization.

Figure 3 illustrates the steps to perform video summariza-
tion and how they relate to the proposed clustering algorithm,
the PLSIC. The evaluation, feature extraction and the post-
processing are discussed in Sections IV-A, IV-B and IV-C, re-
spectively. The experimental setup is described in Section IV-D
and the results obtained using the Open Video Project dataset
are presented and discussed in Section IV-E.

A. Evaluation of Video Summarization

Evaluating video summaries is a very difficult task, espe-
cially when there is no objective ground-truth to compare
the results against. Some attempts have been proposed in
the literature to develop a consistent framework for objective
evaluation of video summaries, as can be seen in Avila et
al. [1] and Almeida et al. [21].

The evaluation proposed by Avila et al. [1] is performed
as follows. Subjects are asked to make summaries of all
videos in the dataset. To do that, they are asked to select a
subset of frames that is able to summarize the video content.
Each subject can select any number of frames. Finally, their
summaries can be compared against summaries produced
automatically.

The algorithm for finding matchings relies on a pixel-wise
comparison. Corresponding pixels are considered as different
if their intensity values differ at least in one of their corre-
sponding 4-neighbors. The descriptor used in the comparisons
is the Color Co-occurrence Matrices (CCM) [24], [25], [26].
The similarity of two frames is then the ratio of number
of similar pixels to the total number of pixels. Two frames
are matched if their similarity on the Normalized Sum of
Square Distance (NSSD) metric [27] is greater than a threshold
value, which was defined as 0.2. In the employed evaluation
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Fig. 3. Flowchart of the experiments.

method, frames from the automatic summary are compared
against frames from the user’s summary. When a match occurs,
the matching frames are removed from the next iterations of
comparisons.

Precision and Recall are the usual quality metrics in video
summarization. Precision is the ratio of matched frames in the
automatic summary divided by the number of frames in the
automatic summary, whereas Recall is the ratio of matched
frames in the automatic summary divided by the number of
user frames. These two measures have a trade-off relationship,
such that an increase in precision usually decreases the recall.
With that in mind, the evaluation metric chosen, the F-
measure, combines precision and recall by means of harmonic
mean into a single measure [10]

_ 2 X Precision x Recall
" Precision + Recall

This is the same metric employed by Almeida et al.[21],
rather than using the Comparison of User Summary (CUS)
metric, proposed by Avila et al. [1].

B. Feature Extraction

To extract features from the frames, we employed the Color
Co-occurrence Matrices (CCM), a derivation of the Gray Level
Co-occurrence Matrices (GLCM) [28], [29], which have been
widely used to extract many texture features, such as contrast,
correlation, energy, entropy and homogeneity. Analogously,
Color Co-occurrence Matrices [24], [25], [26] can be used
to represent the distribution of color features between pairs of
pixels in an image, considering the correlations between the
color bands as well.

The construction of the CCM’s from a color image I
proceeds as follows: let C1, Cy, ..., C), be the n channels of I,
where each one is coded on L levels, and [ the number of rows
and columns of the CCM’s, where | must be a divisor of L.
Also, let C,, and C,, be a pair of channels (with 1 < u,v < n).
Finally, let p = (x,y) be a pixel in I and ¢ = (x+Ax, y+Ay)
a translation of p, such that ¢ remains in the spatial domain
of I. The computation of each position (i,j) of the CCM of
size [ x [ and a translation vector t = (Az, Ay) for a pair of



channels C, and C,, is done according to
CCM(¢, ¢, (i, J) =

card {{p7 q} € R?

where ¢ and j range from 1 to [.

The video frames were represented through the RGB color
space. Furthermore, ¢ = (1,0) (one pixel to the right) and I =
8 (corresponding to a CCM size of 8 x 8). Since CCMfCu}C,U)
and CCMmeCU) store the same information, there are only
6 possible pairs of channels (C,,, C,). Therefore, 6 different
CCM’s are constructed: (R,R), (R,G), (R,B), (G,G), (G,B) and
(B,B). The final feature vector has 384 dimensions.

C. Post-Processing

This step is commonly employed in video summarization
methods in order to refine the method precision, since some
redundant keyframes may still be present.

After selecting the keyframes, a redundancy elimination
algorithm is executed to discard similar keyframes. In this
procedure, the similarity between all pairs of keyframes are
analyzed. If the similarity of a given pair of keyframes is
above a given similarity threshold Ts, one of these keyframes
is discarded. The remaining frames will then make part of the
final summary. Here, the NSSD [27] was used as the similarity
function, which has been proved to be very robust and widely
used in tasks that deal with digital image correlation [30]. This
function ranges from O to 1, where the closer to zero, the more
similar are the images. In our experiments, T's was set to 0.2.

D. Dataset and Experimental Setup

The proposed approach has three main parameters: initiali-
zation method, similarity metrics, and merge threshold which
are detailed as follows.

Initialization methods. Experiments are performed with three
initialization methods: random selection, K-means and shot
sampling. First, the initial clusters produced by random selec-
tion (RS) are composed by only one element, each randomly
chosen, resulting in disjoint clusters. Second, the K-means
initialization (Kml) is inspired by the approach proposed by
Avila et al. [1], in which they explore the fact that frames have
a temporal ordering. We execute K-means with a initialization
set in which every five frames are assigned to a grouping, and
then the K-means method is executed normally. Third, the shot
sampling (SS) initialization consists of using an estimation
of shot transitions and choosing random samples around the
middle of the estimated shots.

Similarity metrics. To compare clusters for similarity, two
similarity metrics are tested: the cosine distance of the cluster
centroids and one that was inspired by One Shot Similar-
ity [31]. These metrics are defined as

Z R+ Z Rk
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where R is a response matrix in which element R(i, j) is the

response of the j-th element against the i-th classifier, whereas
Cn; is the centroid of the i-th cluster.
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Merge threshold. The merge threshold, A, is a value that
defines how similar two clusters need to be in order to be
considered redundant. A small grid search was performed
to find an optimal merge threshold, in which the values
[0.3,0.5,0.7] were experimentally set.

E. Results on the Open Video Project

The method is evaluated on videos from the Open Video
Project. There are 50 videos, all in MPEG-1 format (with size
of 352 x 240 pixels and 29.97 frames per second), in color
and with sound. They are distributed among several genres
(e.g., documentary, educational and lecture) with duration
varying from 1 to 4 minutes. The videos are the same used
in Mundur et al. [15], Furini et al. [16], Avila et al. [1] and
Almeida et al. [21].

TABLE 1
MEAN F-MEASURE FOR EACH CONFIGURATION OF THE PLSIC METHOD.

Metric A Initialization mean F-measure
simple  post-processing
0SS 0.3 RS 0.567 0.610
0SS 0.5 RS 0.549 0.581
0SS 0.7 RS 0.496 0.592
Cosine 0.3 RS 0.619 0.637
Cosine 0.5 RS 0.621 0.635
Cosine 0.7 RS 0.632 0.649
0SS 0.3 SS 0.538 0.586
0SS 0.5 SS 0.549 0.597
0SS 0.7 SS 0.496 0.592
Cosine 0.3 SS 0.623 0.639
Cosine 0.5 SS 0.625 0.638
Cosine 0.7 SS 0.629 0.639
OSS 0.3 KmlI 0.574 0.620
0SS 0.5 KmlI 0.576 0.610
0SS 0.7 KmlI 0.576 0.610
Cosine 0.3 KmlI 0.622 0.638
Cosine 0.5 KmlI 0.633 0.648
Cosine 0.7 KmlI 0.631 0.644

Table I shows the results of different configurations of our
method. Regarding the initialization methods, it is possible
to see that all their results are very similar. However, the
best result was obtained using Random Selection (RS) when
combined with the post-processing step. We believe the rea-
son why RS outperformed the other initialization methods
is because it starts with only one element per cluster, and
therefore, presenting high purity. Even though the mentioned
initialization outperformed the other evaluated methods, we
believe that it is highly dependent on the application, since
the random initialization gives no guarantee of a good choice
of the initial visual concepts.

According to Table I, the cosine similarity metric outper-
formed the OSS-like metric. The OAA Classifier ends up
being unsuited for finding redundant clusters. In its learning
step, if there are some clusters similar to others, then the
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Tllustration of the progress of the method. The images on the left show clusters after the first iteration and images on the right show the clusters

after the last iteration (each row shows one cluster - the clusters showed in the same row for the different iterations are not necessarily corresponding due to
operations executed by the PLSIC). We can see a purity refinement in the clusters. The visual concept for each cluster is clearer after the last iteration.

classifier will be trained to differentiate them, since they
have different labels. For this reason, when posed with two
similar samples, whose visual concept belongs to one or
more redundant clusters, the classifier will evaluate them as
different, once it was trained to do so. Although the cosine
metric performed better, there is a trade-off. Since the metric
compares two clusters based on their centroids, it is not biased
by any previous step of the method. On the other hand, the
centroid is not suitable for representing a cluster with samples
that are far distant from the mean, that is, a cluster with low
purity.

A higher merge threshold implies that clusters will be
considered redundant less often and, as a consequence, fewer
merges will take place. In our experiments, a threshold of 0.7,
often scored better before the post-processing step. Since it is
a high threshold, some redundant clusters might not have been
discarded by the method. On the other hand, the merge has
less chance to mistakenly merge clusters of different visual
concepts.

Figure 4 illustrates the progress of our method, showing
some clusters obtained after setting the first assignment and

merge, as well as the resulting clusters after the last assignment
and merge. It is possible to observe that the purity of the
clusters was significantly improved after 15 iterations. Even
though there are still some clusters with impurities in the last
iteration, they have very well defined visual concepts.

Table II shows the results achieved by different methods
on the Open Videos Dataset. It is important to notice that
the focus of our work is on the image grouping and, for
that reason, we implemented a version of VSUMM [1],
referred to as VSUMM, *. This implementation allows a fair
comparison of their clustering approach with ours without
taking into consideration some implementation details specific
for video summarization. The differences between VSUMM *
and VSUMM are the lack of a preprocessing step, the features
(CCM [24], [25], [26] instead of HSV color histogram) and
the similarity metric (NSSD [27] instead of the Euclidean
distance of the color histograms used in VSUMM). According
to the results in Table II, the PLSIC was able to outperform
VSUMM; *.

As expected, our method outperformed the K-means [2]
and the K-means++, since K-means is not suited for image



TABLE I
MEAN F-MEASURE ACHIEVED BY DIFFERENT APPROACHES.

PLSIC
0.649

K-means++
0.530

K-means
0.478

VSUMM VSUMM; *
0.730 0.623

grouping, once the distance metrics work poorly in high
dimensionality. In addition, even though our method was not
able to outperform the original VSUMM approach, it achieved
results compatible to those obtained by VSUMM, which is a
method specifically designed for video summarization, diffe-
rently from ours that is a general image clustering approach
without much tuning for this application.

V. CONCLUSIONS AND FUTURE WORK

In this work, we proposed and evaluated a new method for
grouping images that can outperform K-means and replace
it for image problems where there is redundancy in the
dataset. Although its application in video summarization did
not outperform the VSUMM [1] technique in our evaluation
framework, our results are compatible to other approaches
available in the literature.

In our implementation of the VSUMM technique, which it
is submitted to the same scenario as our method, our clustering
approach was able to outperform it. We conjecture that it is
still possible to improve our results by tuning the parameters
used in the method and in the OAA-PLS [9].

Some directions for future work include a further investi-
gation on the initialization and similarity metrics employed in
the method. Furthermore, we intend to apply our method to
other problems that use clustering algorithms.
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