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Abstract—The continuous creation of digital video has caused
an exponential growth of digital video content. To increase the
usability of such large volume of videos, a lot of research has
been made. Video summarization has been proposed to rapidly
browse large video collections. To summarize any type of video,
researchers have relied on visual features contained in frames.
In order to extract these features, different techniques have
used local or global descriptors. In this paper, we propose
a method for static video summarization that can produce
meaningful and informative video summaries. We perform an
evaluation using over 100 videos in order to achieve a stronger
position about the performance of local descriptors in semantic
video summarization. Our experimental results show, with a
confidence level of 99%, that our proposed method using local
descriptors and temporal video segmentation produces better
summaries than state of the art methods. We also demonstrate
the importance of a more elaborate method for temporal video
segmentation, improving the generation of summaries, achieving
10% improvement in accuracy. We also acknowledge a marginal
importance of color information when using local descriptors to
produce video summaries.

Keywords-Local descriptors; Temporal segmentation;Video
summarization

I. INTRODUCTION

Due to the increased use of video and the human effort
taken to process it, new technologies need to be researched in
order to manage effectively and efficiently such an enormous
quantity of information. Video summarization has recently
been of interest for many researchers due to its importance in
several applications such as information browsing and retrieval
[1], [2]. A video summary is a short version of an entire video
sequence and aims to give to a user a synthetic and useful
visual abstract of a video sequence.

The most important goal is to provide users with a concise
video representation so that the user have a quick idea about
the content of the video [3]. Generally speaking, the task of
video summarization has been approached by using different
methods to cluster the video content and therefore, detect the
redundancy of the video content in order to summarize it [4].
Figure 1 shows a generic approach for video summarization.

The general steps involved are: video segmentation, then the
feature extraction process is performed, afterwards a redun-
dancy detection based on the features is applied and finally
the video summary is generated.

Fig. 1. A general approach for video summarization.

According to [5] and [6], the video summary can be repre-
sented into two fashions: a static video summary (storyboard)
and a dynamic video skimming. Dynamic video skimming,
consists in selecting the most relevant small dynamic portions
(video skims) of audio and video in order to generate the video
summary. On the other hand, a static video summary selects
the most relevant frames (keyframes) of a video sequence [4].
A static summary is more appropriate for indexing, browsing
and retrieval.

In order to summarize a generic video, most of the methods
[7], [8], [9] have heavily relied on visual features computed
from video frames. Visual features can be used to describe
the global or local characteristics of an image. Many methods
have based their analysis on global or local image descriptors.
However, there has not been a wide evaluation about the
performance of these two types of descriptors applied to video
summarization. In [10], an evaluation was performed but their
data set was limited to only 4 short videos, and therefore
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it is not possible to achieve strong conclusions about the
performance of local descriptors for video summarization.

Another important consideration in video summarization is
the temporal segmentation of the video. This task is usually
performed by detecting transitions between shots and is often
applied as the first step in video summarization. A shot
is defined as an image sequence that presents continuous
action which is captured from a single operation of a single
camera. Shots are joined together in the editing stage of
video production to form the final video, using different
transitions. There are two different types of transitions that can
occur between shots: abrupt shot transitions (cuts) or gradual
transitions (dissolves, fade-in and fade-out).

A successful video temporal segmentation can lead into
a better shot identification. Shots can be considered as the
smallest indexing unit where no changes in scene content can
be perceived and higher level concepts are often constructed by
combining and analyzing the inter and intra shot relationships
[11]. Therefore, we must outline the importance of an effective
video temporal segmentation.

However, in video summarization, most of the methods [7],
[12], [3] perform a simple video segmentation. This means
that no visual effects, such as dissolves, are considered. Their
approach is usually simple, as they only try to identify the cuts
transitions in order to detect the video shots. Temporal video
segmentation applied to video summarization has not been
widely explored by most of the researchers. And consequently,
its importance has not been evaluated.

A. Contributions

During the last years, several approaches for video sum-
marization have been proposed. Most of these approaches
base their analysis on local or global visual features computed
by descriptors. Nonetheless, there has not been an evaluation
about what type of descriptor is better for video summariza-
tion. The main contribution of this paper is to present a method
for static video summarization using semantic information
and video temporal segmentation. We also perform a wide
evaluation in order to achieve a stronger position about the
performance of local descriptors in a semantic video sum-
marization. Furthermore, we evaluate the robustness of local
descriptors compared to global descriptors.

Additionally, another important thing to outline is that some
local descriptors use color information and others do not.
So far there has not been any evaluation on whether local
descriptors using color information give more meaningful
summaries compared to other local descriptors. Therefore, we
also inspect if color information can help local descriptors to
produce better video summaries.

One essential operation in video summarization is tem-
poral segmentation. However, most of the approaches use
a simple temporal segmentation where only cuts transitions
are detected. We propose a more elaborated video temporal
segmentation to detect abrupt and gradual transitions (dis-
solves, fade-in and fade-out). Furthermore, we evaluate how

local descriptors are affected by temporal segmentation and its
importance in giving better video summaries.

II. RELATED WORK

We now present some of the existing methods for static
video summarization. Since our work is more related to visual
features, special attention to these methods will be taken.

A. Methods Based on Image Descriptors

Image descriptors are probably one of the most popular
resource used in computer vision. One of the most common
image descriptors used in video summarization are color
histograms. Color histograms have often been used to measure
the similarity between two frames, which is useful when the
method’s goal is to summarize the video based on redundancy
elimination.

In [13], the color histogram is used as the main descriptor.
The idea is to segment the video in shots and form groups
using an unsupervised clustering algorithm. Every frame will
belong to a certain cluster based on its color histogram. Then,
the closest frame to each centroid is marked as a keyframe
and extracted to build the storyboard. Recent research, still
use the simplicity and power of color histograms. Such as the
methods proposed by [3] and [7].

Color histograms are usually vectors of high dimensionality.
In order to overcome this problem, several methods have
proposed to apply mathematical procedures on these feature
vectors in order to reduce their dimensionality. In [14], the
singular value decomposition (SVD) is proposed. Later, in
[15] and [16] the principal component analysis (PCA) is also
used. Also, in [17], a static video summarization approach
is presented using both color histograms and dimension re-
duction using PCA. Thus far, no comparisons have been
performed between the two approaches. Furthermore, there has
been no evaluation about the cost-benefit between the results
obtained and the computational cost implied in performing
these mathematical procedures.

In [8], not only color descriptors but other visual descrip-
tors are used. They propose to use the Compact Composite
Descriptors (CCDs), which consist of four descriptors: the
Color and Edge Directivity Descriptor (CEDD) and the the
Fuzzy Color and Texture Histogram (FCTH) proposed by [18],
the Brightness and Texture Directionality Histogram (BTDH)
descriptor [19]. They state that their method gives satisfactory
results compared to four other methods, unfortunately they
only use five videos to make the comparison.

III. METHODS BASED ON MID-LEVEL SEMANTICS

A more informative summary can be obtained if the method
considers the semantic meaning implied in the video. To
summarize generic videos taking into account the semantic
information, the methods have relied on object detection.

In [20], a static video summarization based on object
recognition is proposed. The idea is to eliminate redundancy
of information from the temporal and spatial domain and also
from the content domain by doing object recognition. The shot



boundaries are detected and video objects are extracted using
a 3D graph-based algorithm. Then, a K-means [21] clustering
algorithm is applied to detect the key objects.

In [9], a method based on concept preservation is proposed.
They use the Bag of Words (BoW) model. They first segment
the video into samples/shots, then for each shot the SIFT
descriptor (Scale-invariant feature transform) [22] is used to
extract the local features from detected keypoints. Later these
features are clustered to produce a visual word dictionary.
In addition, for each shot they produce a histogram of oc-
currences of visual words using a visual word dictionary.
Then, the histograms are grouped, meaning that similar visual
entities will be grouped together. Finally, the video summary is
produced by extracting the frames that contain the important
visual entities. In [23], the video content is analyzed using
the SIFT features to produce a static summary. The idea is
to summarize the video based on the content complexity and
the difference between frames. In order to do this, a video
segmentation is applied based on the content complexity. Once
the video is segmented, the detected shots are merged based on
their similarity. Finally, the keyframes are extracted from the
detected merged shots. The SIFT descriptor has been widely
used in computer vision for its ability to handle intensity,
rotation and scale variations; this makes it a good descriptor
but one disadvantage is its high computational cost. In order
to overcome the computational cost, the SURF (Speeded Up
Robust Features) [24] descriptor is used by [8]. Unfortunately,
no evaluation has been performed between these descriptors
applied to video summarization.

Temporal information has also been used for video summa-
rization. In [25], a method that first extracts the keyframes
considering the temporal information is proposed. Then, a
Region of Interest (ROI) is estimated for the extracted frames.
Finally an image is created by arranging the ROI’s according
to their time of appearance and their size. The result is a static
summary of the video.

Probabilistic models can also be used. In [26], a method
is proposed to extract keyframes by using a maximum a
posteriori estimation and therefor produce the video summary.
The method uses three probabilistic components: the prior of
the keyframes, the conditional probability of shot boundaries
and the conditional probability of each video frame. Then, the
Gibbs sampling algorithm is applied for keyframe extraction
and finally producing a static video summary.

IV. TECHNICAL BACKGROUND

The production of videos usually involves two important
operations, which are: shooting and edition operations [11].
The shooting operation consist in the generation of the dif-
ferent shots that compose the video. The second operation
involves the creation of a structured final video. To achieve
this, different visual effects have been added to provide smooth
transitions between the shots.

A. Visual Effects in Videos

The visual effects usually used on the videos consist of
abrupt transitions (cuts) and gradual transitions (dissolves).

1) Cut: A cut is defined as a sharp transition, it is charac-
terized by the abrupt change between consecutive shots.

2) Dissolve: The dissolve is characterized by a progressive
change of a shot Si into a shot Si+1 with non-null duration.
This means that final frames of Shot Si are combined with the
first frames of Shot Si+1 to create the transition. Fade-in and
fade-out transitions are special cases of dissolves, instead of
combining two shots, a shot is combined with a monochrome
frame. An example of a dissolve effect is shown in Figure 2

Fig. 2. A dissolve transition.

V. PROPOSED METHOD

In Figure 3, we present a general overview of our proposed
method. Initially, the temporal segmentation procedure detects
the shot boundaries. Then, each shot is clustered. This is
done to detect frame samples from each shot. Later, for
each of the frames previously detected, we apply the feature
description procedure. Afterward, a Bag-of-Visual-Words ap-
proach is adopted. The detected local features are clustered to
generate our Visual Word Vocabulary. Next, we compute the
histograms of occurrences of visual words from each frame
of the detected frame samples. The histograms of occurrence
are clustered, the method finds the frames that are closer to
each cluster’s centroid. The frames that represent the centroids
are considered as keyframes. The method filters the results to
eliminate possible redundant keyframes. Finally, the keyframes
are ordered in chronological order. The final result is the video
summary.

A. Temporal Video Segmentation

In order to perform a temporal video segmentation, our
method first computes the color histograms for each pair of
adjacent frames in the video. Then, the cosine dissimilarity
measure is computed between two consecutive histograms,
the resulting information is a dissimilarity vector. The method
detects abrupt changes in the dissimilarity vector when two
adjacent frames have a high dissimilarity. This implies that a
cut transition has been detected. Empirically, we found that
using a threshold th of value 0.4 satisfactorily detects the
abrupt changes.

In Figure 4, a dissimilarity vector is shown for a video.
As we can see, using th = 0.4 will detect several false shot
cuts. In order to overcome this problem, a filter procedure is
executed to refine the dissimilarity vector.

The procedure works as follows: each of the values in the
dissimilarity vector is analyzed. Each value becomes a pivot
when evaluating the dissimilarity vector. Then, a neighborhood
of values around the pivot i is taken, excluding the value of



Fig. 3. Proposed method for summarizing videos.

Fig. 4. A dissimilarity vector computed from video HCIL Symposium 2002
- Introduction, segment 01.

the pivot. The maximum value mvi of the neighborhood is
calculated. If the value of the pivot vi is greater than mvi, the
value of the pivot is modified by applying Equation 1. This is
done to give importance to the high values that are not around
noisy areas.

ri =

{
vi−mvi

vi
if vi > mvi

vi otherwise
(1)

where i is a position in the dissimilarity vector, ri is the
computed value, vi is the value of the pivot and mvi is the
maximum value of the neighborhood around the pivot.

After applying Equation 1 the values in the dissimilarity
vector are refined. Figure 5 shows the refined dissimilarity
vector for a video, the marked rounds in the peaks are the
recognized abrupt changes. To know the number of segments
present on the video, the method simply counts the number of
abrupt changes.

Fig. 5. A refined dissimilarity vector computed from video HCIL Symposium
2002 - Introduction, segment 01.

This type of segmentation is very effective and not com-
putationally expensive. However, there is one shortcoming.
Videos usually have visual effects such as dissolves, as shown
in Figure 2.

A dissolve effect can produce distorted images, which have
a great impact in the discriminative power of a descriptor.
A frame that is produced during the dissolve transition will
produce a lot of spurious key points. These false key points
will eventually affect the summarization process. To overcome
this problem, the method identifies the portions of the video
where this effect happens. Once these portions are detected,
they are excluded of any posterior analysis.

To detect the possible dissolve effect in the video, our
method first computes the variance in each frame of the video
and put it in a vector. Figure 6 shows the resulting variance
vector for a video. Dissolve effects are located in the valley
areas in the variance vector. To detect the valleys areas in the
variance vector we created a procedure based on [27], [11]
to find the portion of video where a dissolve effect occurs.
As a fade is a special case of a dissolve, we can explore
some of the features used for dissolve detection. The existence
of monochrome frames is a very good clue for detecting all
potential fades. The variance of the frame is used for detecting
the monochrome frames. Then, we use the descriptor that
characterizes the dissolve effect.

Fig. 6. Variance vector for video HCIL Symposium 2002 - Introduction,
segment 01. The circles are the detected dissolve effects.

At this point, the method has detected the shot boundaries
and therefore segmented the video. Furthermore, by detecting
the gradual transitions the method can exclude non relevant



portions of video that can actually affect the performance of
the summarization method.

B. Detection of Representative Frames

Once the video has been segmented, the method uses the
valid parts of the video for analysis. Our method applies the
X-means [28] algorithm for each portion of the previously
segmented video using the color histograms information. This
is done to detect the most representative frames for each
portion of the analyzed video. All the posterior analysis will
be performed using these frames.

C. Bag of Visual Words

Our method uses the Bag-of-Words (BoW) approach to
summarize videos. To adopt the approach, an image can be
considered as a document.

The “words” are the visual entities found in the image. They
will describe the object and therefore represent the semantic
entities. Using their information we can perform a semantic
summarization based on the objects of the video.

The Bag-of-Visual-Words approach consists of three oper-
ations: feature detection, feature description and visual word
vocabulary generation. A visual word vocabulary is generated
from the feature vectors obtained during the feature detection
process, each visual word (codeword) represents a group of
several similar features. The visual word vocabulary defines a
space of all entities occurring in the video, it can be used to
semantically summarize the video based on the entities present
on it.

D. Histogram of Visual Words

A histogram of visual words is created by counting the
occurrence of the visual words. For each representative frame,
the local image features are used to find the visual words
that occur in the image. These occurrences are counted and
arranged in a vector. Consequently, each representative frame
will have an associated vector of visual word occurrences
(visual word vector).

E. Visual Word Vectors Clustering

Finally, the method uses all the visual word vectors recently
obtained and applies the X-means algorithm. Frames with
similar visual entities are grouped together. Then, for each
cluster, the nearest frame to the centroid is chosen as the
keyframe. All the detected keyframes are ordered according to
their time of appearance and they represent the video summary
or storyboard. By doing it, we have grouped together the most
representative frames of the video taking into consideration
the semantic information (visual entities) contained in them.
This ensures that the final video summary contains the most
important visual entities present in the video.

F. Filter Results

This final operation tries to eliminate possible duplicated
keyframes. A pairwise Manhattan distance is calculated from
color histograms of consecutive keyframes. The method uses
a threshold of value 0.5 to define a high similarity between

two color histograms, this value was also used and discussed
by [7].

VI. EXPERIMENTS

In this paper, a total of 100 videos were used. The data set
consists of: 50 videos from the Open Video data set [29] and
another 50 videos from websites like Youtube. The videos
belong to different genres such as cartoons, news, sports,
commercials, tv-shows, home videos, etc. The whole data set
can be downloaded in [30].

In order to discover the values of the parameters, we have
used 10 videos from the O.V. data set. These values were used
for the experiments executed using the O.V. data set and the
Youtube data set. We have discovered and used the following
parameters for our experiments: The X-means algorithm is
used two times. The first time, it is used to extract the
representative frames for each part of our segmented video.
The X-means has two important parameters: the initial number
of clusters Kmin and the maximum number of possible
clusters Kmax. During our experiments we discovered that
using Kmin = 5 and Kmax = 10, we obtained the best results.
This means that each segment will have at least 5 and at most
10 representative frames. According to our experiments, no
shot produced more than 10 representative frames. The second
time the X-means algorithm is used, is to generate the video
summary by grouping the similar visual entities. To perform
this, we have set Kmin = ns, where the number of detected
shots are defined by (ns) and Kmax = 3× ns.

To adopt the Bag-of-Visual-Words approach we need to set
the size of the “codebook” (number of words). The number of
visual words used for the experiments is 400. In order to obtain
this value, we have performed experiments with 12 videos
from the O.V. data set. The best results were obtained using
400 visual words.

We have used several local descriptors for our experiments,
such as SIFT: this paper uses the implementation of [31],
the non-edge selection threshold value is set to 30. The peak
selection threshold is set to 2.5. The number of levels per
octave of the DoG scale space is set to 2. SURF: we use
the implementation of [32]. Color descriptors such as: CSIFT,
HUESIFT. We use the implementation of [33]. Finally, the
HOG descriptor is also applied using the implementation of
[34]. For all these descriptors, the default parameters were
used.

A. Video Summary Evaluation

The evaluation method used was the Comparison of User
Summaries (CUS) proposed by [7]. Such method allowed us
to reduce the subjectivity of the evaluation task and we can
also compare our results to other approaches.

CUS makes a comparison between the user summary and
the automatic summary. The idea is to take a keyframe from
the user summary and a keyframe from the automatic video
summary. Then, they are both converted to the HSV color
space. Afterwards, a 16 bins color histogram using only the
Hue component is computed for both images. A similarity



distance is calculated between the two histograms. If the result
is superior than a predetermined threshold d (high similarity),
then both are considered as matched frames. If both frames
are matched, then both are removed from future iterations. The
threshold value used is d = 0.5, it was the same threshold used
by [7]. Then, the relevance of the summary is measured by
the metric CUSA.
CUSA measures the accuracy of the summary, defined in

Equation 2.

CUSA =
nmAS

nUS
(2)

where nmAS is the number of matching keyframes from the
automatic summary and nUS is the number of keyframes from
user summary.

CUSA values vary in a range of 0 to 1. The lowest
value (zero), means that no keyframes between the automatic
summary and the user summary were matched, while the
highest value one, means that all the keyframes were matched
(best case scenario).

B. Experiments

All the tables show the mean accuracy rate for CUSA.
Furthermore, to measure the similarity between summaries
we have used 2 different distances: Manhattan and cosine
similarity.

The following local descriptors have been used: HoG[35],
SURF[24], SIFT[22], CSIFT[36] and HUESIFT[37].

We have compared our results to other methods that use
global descriptors, such as: VSUMM [7], DT [15], STIMO
[3] and the summaries provided by the Open Video Data Set.

C. Results for the Open Video Data Set

In Table I, we show the performance of the visual words
using local descriptors and temporal segmentation for the
OV dataset. Table II shows the results obtained with visual
words using local descriptors and without using temporal
segmentation, and we also show the results obtained using
global descriptors.

As we can see in Table I, local descriptors had a better
performance compared to the models using global descriptors
shown in Table II. This means that our semantic analysis
considering the visual words described by local descriptors
produced video summaries more in accordance to the sum-
maries expected by the users. Between the local descriptors,
HUESIFT performed better than the traditional SIFT and got
the best results. Meaning that the color information was useful,
but the improvement is not significant. The rest of the local
descriptors had a similar performance showing the robustness
of local descriptors in video summarization.

In Table II, the video segmentation proposed by [7] is used
in our method, instead of our proposed temporal segmentation.
As we can see, the visual words using local descriptors
decreased their performance. This shows that local descriptors
can be sensitive to visual video effects, such as dissolves.
We can see that VSUMM performed better, but not by much,

TABLE I
(OPEN VIDEO DATA SET) EXPERIMENTS USING TEMPORAL

SEGMENTATION

Descriptor Manhattan Cosine
CUSA CUSA

HueSIFT 0.967 0.987
CSIFT 0.959 0.981
HoG 0.956 0.985
SURF 0.955 0.982
SIFT 0.954 0.985

TABLE II
(OPEN VIDEO DATA SET) EXPERIMENTS WITHOUT TEMPORAL

SEGMENTATION

Descriptor Manhattan Cosine
Local CUSA CUSA

HueSIFT 0.829 0.896
CSIFT 0.858 0.919
HoG 0.869 0.925
SURF 0.808 0.883
SIFT 0.829 0.909
Global CUSA CUSA

DT 0.635 0.706
STIMO 0.827 0.886
OV 0.795 0.831
VSUMM 0.901 0.940

compared to local descriptors using the Manhattan distance.
But when we observe the results obtained with the other
distances, there is no significant difference between them.
The reason of this, is that VSUMM was proposed using the
Manhattan distance. Using other distances, VSUMM obtained
better results, but the differences between the performance
of VSUMM and the rest of local descriptors decreased to
the point of being fairly similar. Another thing that we can
observe is that, taking aside VSUMM, the local descriptors
had better results than the rest of global descriptors. We must
also note that despite decreasing their performance compared
to the results with temporal segmentation, the visual words
using local descriptors still produce relevant summaries and
even better than most of the global descriptors used in our
experiments, excluding VSUMM. This helps us to corroborate
the importance of temporal segmentation in video summariza-
tion when using local descriptors. Additionally, it is noted that
HoG and CSIFT produced the best results among the local
descriptors without video temporal segmentation.

D. Results for the Youtube Database

Using the Youtube database, we observe that the evalua-
tion values decreased for both global and local descriptors,
although they have the same tendency of the results obtained
using the Open Video data set. The reason is that the database
has another type of videos, such as sports, games and news.
In this type of videos, users are more interested in the
events rather than the objects. Consequently, a domain-specific
summarization is more ideal. Nonetheless, according to Table
III, local descriptors still got better results compared to global
descriptor VSUMM shown in Table IV. Consequently, the



TABLE III
(YOUTUBE DATA SET) EXPERIMENTS USING TEMPORAL SEGMENTATION

Descriptor Manhattan Cosine
Local CUSA CUSA

HueSIFT 0.870 0.949
CSIFT 0.865 0.932
HoG 0.865 0.943
SURF 0.869 0.948
SIFT 0.859 0.956

TABLE IV
(YOUTUBE DATA SET) EXPERIMENTS WITHOUT TEMPORAL

SEGMENTATION

Descriptor Manhattan Cosine
Local CUSA CUSA

HueSIFT 0.749 0.865
CSIFT 0.735 0.863
HoG 0.726 0.860
SURF 0.725 0.852
SIFT 0.746 0.875
Global CUSA CUSA

VSUMM 0.759 0.868

overall better performance of local descriptors shows that the
proposed semantic analysis and temporal segmentation helps
to produce more meaningful summaries.

In Table IV, it is also noted that the local descriptors de-
creased their performance without temporal segmentation, this
behavior was also noted in Table II. Compared to VSUMM
(Global descriptor), local descriptors still produced good sum-
maries. We can conclude from the two tables that local
descriptor’s performance is greatly benefited from temporal
segmentation. And also, even without temporal segmentation,
local descriptors still provide promising summaries.

In order to compare every pair of approaches and to validate
the statistical significance of our results, the confidence inter-
vals have been computed for the differences between paired
means. If the confidence interval includes zero, the difference
between the two methods is not significant at that confidence
level. If the confidence interval does not include zero, then
the sign of the mean difference indicates which alternative is
better [38]. The positive sign means that our new method is
better, negative sign means otherwise.

Table V shows the results of such comparisons between the
different local descriptors and the other considered approaches.
Since the confidence intervals with a confidence of 99% do
not include zero in any case and we are also positive signs,
the results presented in Table V confirms that our approach
provides results with superior quality (highest accuracy rate)
relative to the approaches to which it was compared. Further-
more, it is possible to say that our summaries are closer to the
summaries created by users.

E. Final Results Analysis

According to our experiments, the color information used
by the HUESIFT descriptor got the best results in the Open
Video data set and also in the Youtube data set using the

TABLE V
DIFFERENCE BETWEEN MEAN ACCURACY RATES CUSA AT A

CONFIDENCE OF 99%, USING THE O.V. DATA SET.

Confidence Interval 99%
Difference Min Max
HueSIFT -
VSUMM1

0.031 0.062

HueSIFT - DT 0.243 0.319
HueSIFT - VISTO 0.077 0.125
HueSIFT - OV 0.123 0.188
CSIFT - VSUMM1 0.025 0.056
CSIFT - DT 0.238 0.313
CSIFT - VISTO 0.069 0.121
CSIFT - OV 0.115 0.183
HoG - VSUMM1 0.029 0.060
HoG - DT 0.241 0.318
HoG - visto 0.073 0.125
HoG - OV 0.120 0.187
SURF - VSUMM1 0.025 0.058
SURF - DT 0.238 0.313
SURF - VISTO 0.068 0.123
SURF - OV 0.116 0.185
SIFT - VSUMM1 0.031 0.059
SIFT - DT 0.242 0.318
SIFT - VISTO 0.074 0.125
SIFT - OV 0.121 0.187

Manhattan distance. Nonetheless, this performance is not
drastically superior to others local descriptors that do not
use color information, such as SIFT, HoG or SURF. Due to
the mixed good and bad results of HUESIFT and CSIFT, it
is inconclusive whether color leads to more relevant video
summaries.

We must outline that the SURF and HoG descriptors also
produced promising results. Because the SURF and HoG
descriptors are not as computationally expensive to compute
as the SIFT, CSIFT and HUESIFT, they are a good option
for a faster video summarization considering the semantic
information.

VII. CONCLUSION

In this paper, we approached the task of video summa-
rization by considering the semantic information expressed by
the video’s visual entities. The proposed method elaborates
static video summaries and our core approach is to use
temporal video segmentation and visual words obtained by
local descriptors. The proposed method has taken advantage of
previous techniques in video summarization and segmentation.
We show how this approach leads to a successful summariza-
tion of generic videos.

Additionally, we evaluate the importance of local descriptors
and temporal segmentation in automatic video summarization.
We compare our results to other models that use global
descriptors and simple video segmentation. According to our
experiments, the color information used by some local de-
scriptors did not lead into a greater performance compared to
other local descriptors that do not use color information. In
addition, video summaries created with our semantic analysis
were the most similar to the user’s summaries (ground-truth).



Nonetheless, they decrease their performance when no tempo-
ral segmentation is used.
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