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Abstract—This paper presents a novel method for combining
the outputs of different gender classification techniques based on
facial images. Merging the methods is performed by a committee
machine using the Bayesian theorem.

We implement and compare several well-known individual
classifiers on four different datasets, then we experiment the
proposed machine, and show that it significantly improves the
accuracy of classification compared to individual classifiers. We
also include results that address the effect of scale on the
performance of classifiers.
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I. INTRODUCTION

Facial analysis has been widely investigated in computer
vision, including gender, age and expression classification.
In particular, gender discrimination is important for several
applications; it can improve the performance systems of face
verification [1] and face recognition by using separate models
for each gender [2], [3], it can help index and retrieve
images [4], and it is useful for training interaction systems
that behave differently according to the gender of the user.

The accuracy of individual gender classification methods
can be boosted by merging more than one classifier [5]. When
these classifiers use different input features extracted from the
face; there is a higher probability that their false classifications
on a set of images are disjoint, in which case merge is helpful
to minimize the final error of the combined classifier.

In this paper we propose a committee machine for merging
classification methods based on naive Bayesian theorem, and
show, on four different image databases, how this combination
improves the performance over the best single constituent
classifier by up to more than 4%.

The paper is organized as follows; Section II presents an
overview of the previous related work. Section III describes
the individual classification methods used and Section IV
introduces our proposed method for merging these classi-
fiers. Section V explains the experiments we carried and the
databases we used, then the results achieved. In the final
section, we conclude our work.

II. RELATED WORK

A comparative study was performed in [5] for six state-of-
the-art gender classification methods to find out their actual

reliability. The authors experimented on FERET database and
the WWW. They also experimented by combining gender
classifier outputs arithmetically, which lead to increased clas-
sification accuracies.

A different statistical approach is the single-kernel condi-
tional density estimation system that was introduced in [6]
which classifies human faces according to gender, age, eth-
nicity and other attributes. The author achieved 77% correct
gender recognition on datasets from FERET and other diverse
video sources.

Convolutional neural networks were used in [7] for gender,
age and race recognition. They tested their algorithm on the
FG-NET [8] database and another dataset collected from some
videos, and achieved 83.53% recognition accuracy of gender
on the FG-NET database.

In [9] Faces were represented using elastic graphs labeled
with 2-D Gabor wavelet feature, and the system was trained
using LDA to classify faces based on their sex, race and
expression. They used the complex amplitude of the 2-D
Gabor wavelet transform, a grid is then automatically reg-
istered with the face using a variant of the elastic graph
matching method. The amplitude of the complex valued Gabor
transform coefficients are sampled on the grid and combined
into a single vector for classification. The author achieved
92% gender classification accuracy on a live demo dataset
containing 182 faces, which is a considerably small dataset.
However, we think that the restriction of the values taken in
the features vector, to be those sampled at the points of a
specified grid, may not be the best vector representing the
image for classification, in our approach we use Adaboost to
select the best Gabor transform coefficients to be used.

The use of committee machines for face recognition was
proposed in [10]; they implemented a static committee ma-
chine to combine five face recognition algorithms. In our work
we adopt the dynamic version of the committee machines; the
mixture of experts, for gender classification.

III. TECHNICAL BACKGROUND

Before we explain our proposed merge method in the
following sections; we explain here the individual methods



we used in the combination, and the features used as their
inputs.

Four classification methods were used: Least-square
SVM [11], Single-Kernel CDE [6], threshold Adaboost and,
finally, Convolutional NN. For Adaboost we tried with dif-
ferent input features; either normalized pixel values, or Haar-
features [12], or Gabor-filtered images.

A. Single-Kernel CDE

The single-kernel conditional density estimation system
proposed in [6] obtains 39 descriptive parameters including
gender, age, ethnicity, pose and expression from images of
faces. The author used 24x24 images, and concatenated to its
vector the other attributes forming a single vector used for
training;

X =
[X1

X2

]
;

where X1 is the attributes’ part of the vector and X2 is the
pixels’ part.

The training stage mainly calculates the means of X1 and
X2; µ1 and µ2; and the covariance matrix;

Σ =

[
Σ11 Σ12

Σ21 Σ22

]
.

When testing on a new face, only the X2 part of the vector
is known; the unknown part X1 is to be expected as;

E(X1) = µ1 + Σ12Σ−1
22 (X2 − µ2);

which estimates the missing information.
We implemented and used this method as one of the

classifiers used in the merges; we only used it to estimate
gender. Our attributes vector contains the gender information
and the manually labeled eyes positions.

B. Gabor wavelets

The Gabor wavelet representation allows description of
spatial frequency structure in the image while preserving
information about spatial relations.

A complex-valued 2D Gabor kernel is a plane wave re-
stricted by a Gaussian envelope function [13]:

Ψ(k, x) =
k2

σ2
e−( k

2x2

2σ2
)[eikx − e

−σ2
2 ];

where k determines the wavelength and orientation of the
kernel in image coordinates; k(µ, ν) = kνe

iφν , where µ
and ν define the orientation and scale of the Gabor kernels,
kν = kmaxax/f

ν and φν = πµ/8. kmax is the maximum
frequency, and f is the spacing factor between kernels in the
frequency domain.

We used Gabor wavelets of five different scales, ν ∈
{0, . . . , 4} and eight orientations, µ ∈ {0, . . . , 7}, σ = 2π,
kmax = π/2 and f =

√
2.

Input images are convolved with the family of kernels and
the magnitudes of the complex-valued filter responses are
combined into a training vector.

C. Convolutional neural networks

An implementation of convolutional NN was introduced
in [14]; that is for recognition of hand-written digits. We
adopt their suggested architecture for the CNN, named LeNet-
5, shown in Fig. 1.

Fig. 1. CNN structure used in the experiments

The general strategy of a convolutional network is to extract
simple features at a higher resolution, and then convert them
into more complex features at a coarser resolution by sub-
sampling.

The LeNet-5 architecture contains seven layers without the
input layer. First, two convolutional layers, each followed by
a sub-sampling layer; this set can be viewed as a trainable
feature extractor.

This set is followed by a trainable classifier to the feature
extractor, in the form of 2 fully connected layers (a universal
classifier), followed by the output layer.

The first layer receives centered images as input; then for
the following layers; each unit in a layer receives inputs from
a set of units located in a small neighborhood in the previous
layer. The used convolution kernel is of size 5× 5. The input
faces are sized to 28× 28, and then padded to 32× 32 for the
input layer.

IV. PROPOSED METHOD

This section explains our proposed committee machine for
merging the outputs of more than one classifier for a better
final decision.

A. Mixture of experts

It is a form of dynamic committee machines, in which the
input signal is directly involved in actuating the mechanism
that integrates the outputs of the constituent experts (classi-
fiers) as shown in Fig. 2. The constituent outputs are non-
linearly combined by some form of gating system to produce
an overall output that is superior to that of any single expert
alone.

In our form of committee machine we use naive Bayes at the
combiner stage. We build several machines, each combining
two experts.



Fig. 2. Structure of a general Mixture of Experts network, where the input
x influences the output of the combination, o

B. Naive Bayes probabilistic model

A naive Bayes classifier is a simple probabilistic classifier
based on applying Bayes’ theorem with strong, yet naive,
independence assumptions. The Bayes’ theorem;

p(C|F1, . . . , Fn) =
p(C)p(F1, . . . , Fn|C)

p(F1, . . . , Fn)

can be understood as;

posterior = (prior × likelihood)/evidence

In practice we are only interested in the numerator of that
fraction, since the denominator does not depend on the class
C and the values of the features Fi are given.

Given a new features-vector, the classifier then chooses the
class which has the maximum posterior.

C. Proposed Mixture of experts with Bayesian combiner

We apply this Bayes’ theorem in our committee machine as
explained in this section.

1) Training: For each individual classification method, we
train it on a training subset of the database images, for each
database alone. We then train the Bayesian merger using
another subset of images. Training the merger mainly means
calculating the prior of each of the contributing individual
methods to be merged and likelihood of their outputs’ con-
fidences.

For each individual classification method, we run its
previously-trained classifier on this subset and obtain the
following:

- Prior: The achieved correct rate. At merge time
we normalize it with the other method’s prior, so that∑n
m=1 priorm = 1; where n is the number of methods to

be merged.
- Likelihood: We use the confidences returned by the

classifier from this subset then split the confidence range into
N intervals. For each interval n∈ {0, . . . , N}, we calculate
the percentage of images that were correctly classified (true
percent) and those that were wrong (false percent). Likelihood
of this interval is the true percent minus the false percent.

If an interval has zero images in it, then its likelihood is
taken to be the average of the two intervals around it; n − 1
and n+ 1. If an interval has the false percent larger than the
true percent, then a likelihood value will be < 0, so at the
end, we shift all the values to have a min = 1. Likelihood
values are then normalized to [0−1], to finally obtain a discrete

conditional probability table of N entries. For our approach
we chose N = 20.

2) Merging: When a new face is to be classified using the
merge of more than one method, the trained classifier of each
method alone is run on the input image and each returns an
output om along with its confidence cm.

The likelihoods of these confidences are retrieved, using
the trained Bayesian merger; also the prior of each method
alone is retrieved. We normalize the priors by calculating the
following:

sum p =

n∑
m=1

priorm

And for each method m

pr(m) = priorm/sum p

posterior(m, cm) = pr(m)× likelihood(m, cm)

The final output (class) is then taken to be that of the method
with the highest posterior.

D. Enhanced mixture of experts
For additional accuracy, we add another expert to the

machine, that will be fused to the machine in a different way
than the other experts. When using a machine with two experts,
we run the trained classifier of each expert on the input image
and each method returns a classification output for this image.
If they both agree, nothing more is done, but in case each
expert decides the image to belong to a different class, only
then the additional third expert is to be invoked; before running
the Bayesian merge. It this extra expert returns a result with
a high confidence value, its decision is taken regardless of
the other methods’ decisions. However, if the result returned
has a low confidence, it is discarded, and the Bayesian merge
explained in the previous subsection is performed to choose
among the main experts’ decisions. This approach increased
the accuracies obtained than the Bayesian merge alone.

E. Merge combinations
In order to obtain improved results by merging the outputs

of more than one classifier; the individual classifiers merged
should be chosen based on their errors pattern. That is on a
set of test faces, each method alone mis-classifies a subset
of these faces; for maximum benefit of the merge we choose
classifiers with minimum intersection in their error subsets.

This minimum overlap is achieved by using classifiers
that rely on different cues for their decisions. For example,
SVM and Single-Kernel (SK) use image pixels, either raw or
their normalized values; while Adaboost uses Haar-features,
or Gabor-filtered images which rely on directional features
related to edges and ridges. On the other hand, convolutional
NN deals with slight rotation, scale, and shift discrepancies
and extract texture based features.

V. EXPERIMENTS AND RESULTS

In this section we describe the data we used, along with
the type of experiments performed and the results of these
experiments.



TABLE I
NUMBER OF FACES USED FOR EACH DATABASE.

Database Train TrainExtra Test
(50% Male, 50% Female) (M/F)

FERET 620 800 200/188
MixDB 1000 474 412/359
LFW 1000 800 500/500
KinFace 140 124 50/30

A. Datasets

We used four image databases in the experiments; the
FERET image database, the Labeled Faces in the Wild
(LFW) [15], the UB KinFace database [16], [17], [18] and,
finally, a dataset we refer to as MixDB which contains images
of people collected privately including several ethnicities;
Caucasians, Asians and also some from African descent. On
the other hand, the LFW database offers a unique collection
of annotated faces captured from news articles on the web.
The UB KinFace database contains 600 images most of which
are real-world collections of public figures from Internet. This
dataset is mainly used for the purpose of kinship verification;
while we present here the first published gender classification
results on this dataset. From the FERET database we used the
fa- and fb-subsets that contain frontal faces.

Images used in the experiments are manually prepared as
follows:

- Colored images are transformed to gray,
- Images are rotated to be horizontal using manually labeled

eyes positions,
- The images are then cropped to include only the face;

dimensions are a function of the inter-eyes distance.
For each DB, we created three subsets; one for training

individual classifiers; another subset for training the merging
classifier; we call it TrainExtra subset, and, finally, one for
testing.

For training, duplicate images of the same person were
removed, so that only one image per person was left, in
FERET, and two images per person, in LFW database.

Table I shows the number of faces that we hand-labeled and
used for each database.

B. Experiments

To validate our proposed technique, we carried on a series
of experiments for which we used MATLAB to implement
and test.

First experiment: We run each of the individual methods
used in our machine.

- SVM: We used MATLAB’s bioinformatics toolbox.
- SK: From [6] details we implemented the algorithm using

MATLAB.
- Adaboost: We also used MATLAB for implementation of

the feature extraction then training of Adaboost. The number
of features we use is equal to the size of the input face; i.e.
for 24 × 24 face image, we used T = 576. For Adaboost on
Gabor-filtered faces, we used kernels of five different sizes
and eight orientations as explained in Section III.

TABLE II
WEIGHTED AVERAGE OF INDIVIDUAL CLASSIFIERS OVER ALL DATASETS

Method Features 15× 15 faces 24× 24 faces

SVM Raw 85.56% 81.14%
Normalized 85.78% 80.02%

SK Raw 83.93% 74.09%

Adaboost
Normalized 83.2% 81.02%

Haar 85.31% 84.18%
Gabor 80.57% 80.60%

CNN
(28×28)

Raw - 80.51%
Normalized - 81.40%

- CNN: We used the architecture shown in Fig. 1, so we
used images of size 28× 28.

Second experiment: We run our proposed merge machine
on the same data showing its enhancement. We tried several
merge combinations which will be explained in the following
section.

Both experiments were performed on two sizes each; 15×15
and 24 × 24. The sizes of faces were reduced using bi-cubic
interpolation.

For each size, tests were run two times, once on the input
faces as they are, and the other time, on preprocessed faces.
For preprocessing we used intensity adjustment, which is an
image enhancement technique that maps an image’s intensity
values to a new range. We used the MATLAB function
imadjust which increases the contrast in a low-contrast gray-
scale image by remapping the data values to fill the entire
intensity range [0− 255]. We tried histogram equalization for
preprocessing, but on the average it gave worse results, so we
excluded it from the results. The shown results are the average
of the two runs on the four datasets used.

C. Results of individual classifiers

We include here the comparative results of the individual
classifiers we used. SVM was experimented on raw image
pixels and on normalized pixel values. Single Kernel (SK)
method was run on raw faces; while Adaboost was run on
three different features; normalized pixel values, Haar features
and Gabor wavelets.

Table II presents the weighted average results for each
method on all four datasets, from which we notice that on
the average all methods show better results on smaller faces
(15× 15).

We can also see that for SVM, normalizing the image pixels
doesn’t show much improvement on the average; while for
CNN, the average shows slight improvement using normalized
pixels than raw pixels. So when merging classifiers, in the
following subsection, we chose to include only SVM on raw
pixels, and CNN on normalized pixel values.

D. Results of merged classifiers

In the following figures; Fig. 3 and Fig. 4, we present the
results obtained by running our merging approach. The results
shown are the weighted average on all four datasets.

We choose the classifiers to merge, based on the intersection
of their error patterns; as will be explained later on Table III.



Fig. 3. Merge results on 15× 15 faces

Fig. 4. Merge results on 24× 24 faces

Merge1: We merge Adaboost on Gabor-filtered faces
with the rest of the classifiers listed in the previous subsection.

Enhanced Merge1: Same as Merge1, but using Neural
Networks as an extra expert trained with normalized pixel
values of the face images, in the way explained in Subsec-
tion IV-D. We accept results of this extra NN expert only if the
main two experts disagree, and the NN’s returned confidence
is above 70%.

Merge2: SVM on raw pixels is merged with the other
classifiers except the SK, as they both use the same raw pixel
values.

TABLE III
SK (ON RAW IMAGE PIXELS) VS. SVM (ON RAW IMAGE PIXELS) AND

ADABOOST (ON GABOR-FILTERED IMAGES)

Method
(1)

Method
(2)

Size Different
decisions
%

% SK
correct

% The
other
method
(2)
correct

SK
(Raw)

SVM
(Raw)

15× 15 1.91% 0.40% 1.52%
24× 24 11.33% 2.55% 8.78%

Adaboost
(Gabor)

15× 15 21.51% 12.77% 8.74%
24× 24 30.60% 12.39% 18.20%

TABLE IV
FERET RESULTS: ENHANCED MERGE2A: SVM (RAW) AS METHOD (1)

MERGED WITH ADABOOST ON 15× 15 FACES

Method
(1)
result

Method
(2)

Features Method
(2)
result

Merge
results

%
Increase
over the
best con-
tributing
method

88.42% Adaboost
Normalized 87.89% 92.37% 3.95%

Haar 90.53% 93.03% 2.50%
Gabor 85.13% 92.63% 4.21%

TABLE V
FERET DATABASE COMPARISON

Size Best
Indi-
vidual

Best
Merge

%
Increase
over
Best In-
dividual

Our
Work Normalized 15× 15 90.53% 93.03% 2.50%

24× 24 92.37% 93.68% 1.32%

Mäkinen
[5]

Normalized 24× 24 92.22% - -
Without
Normal-
ization

24× 24 84.44% 85.71% 1.27%
32× 40
(With Hair)

90.07% 92.86% 2.79%

Enhanced Merge2: Same as Merge2, but enhanced with
NN like Enhanced Merge1.

Results of both merges and their enhanced versions are
compared in Fig. 3 and Fig. 4

We justify our choices by running the methods first on our
TrainExtra dataset and study the similarities and differences
between their outputs. For example, Table III elaborates on
the similarity of decisions of SK and SVM on raw image
pixels, while when compared to Adaboost (Gabor) they show
different behavior. It can be seen from that table, that even
when SVM and SK have 11% different decision (@ 24× 24
faces); SVM prevails, i.e. SVM gives better results for almost
80% of these different cases.

On the other hand, when comparing SK and Adaboost
(Gabor) we can see they have a higher difference percentage;
which is well divided between the both of them; in which case
using the merge machine is a good idea to benefit from the
correct decisions of each classifier alone.

It can be noticed from the included results in Fig. 3 and
Fig. 4, that using our proposed mixture of experts leads to
better classification than each individual classifier; and the
enhanced merge achieves even better accuracy. The increase
in performance is more significant on higher resolution faces
which showed less correct rate than the 15 × 15 faces when
using individual methods.

E. Detailed results and comparison on FERET database

We like to detail here in Table IV the results we obtained
using our proposed mixture of experts machine on FERET
dataset, instead of the weighted averages listed above. We
include results only using Enhanced Merge2 on 15 × 15
images, as it obtains the best merge results.



TABLE VI
INTERNET-IMAGES COMPARISON

Size Best
Indi-
vidual

Best
Merge

%
Increase
over
Best In-
dividual

Our
Work
[LFW] Normalized 15× 15 84.70% 87.90% 3.20%

24× 24 87.55% 89.15% 1.60%
Mäkinen
[5]
[WWW]

Without
Normal-
ization

24× 24 78.28% 81.00% 2.72%
32× 40
(With Hair)

76.61% 83.14% 6.43%

TABLE VII
BEST RESULTS ON 15× 15 FACES

Best
Indi-
vidual

Best
Merge

%
Increase
over
Best In-
dividual

Best
En-
hanced
Merge

%
Increase
over
Best In-
dividual

FERET 90.53% 93.03% 2.50% 93.03% 2.50%
LFW 84.70% 86.70% 2.00% 87.90% 3.20%

MixDB 86.96% 88.72% 1.75% 90.53% 3.57%
KinFace 89.38% 88.75% -0.63% 90.00% 0.62%

The comparison work of [5] tested six gender classification
methods on FERET database and another dataset named
WWW containing images collected from the web. They ap-
plied several settings,

- with vs. without hair: without hair 24 × 24 faces, while
they increased the size to include the hair to be 32× 40.

- with vs. without normalization of images based on the
manually located eyes position (for FERET only, while for
WWW, they detected faces automatically, so they only per-
formed tests on non-normalized faces).

For our work, we adopt only the normalized images, without
hair.

They also combined all six classifier outputs together using
four types of combination methods; (refer to [5] for more
details), and they achieved improvement in accuracy as shown
in Tables V and VI.

VI. CONCLUSIONS

In this paper, we proposed a new technique to combine two
classifiers in a mixture of experts’ committee machine, for
which we used a naive Bayes approach for the merge. We
also introduced an enhancement of this 2-method machine by
adding a third expert used in a specific way. We implemented

TABLE VIII
BEST RESULTS ON 24× 24 FACES

Best
Indi-
vidual

Best
Merge

%
Increase
over
Best In-
dividual

Best
En-
hanced
Merge

%
Increase
over
Best In-
dividual

FERET 92.37% 90.92% -1.45% 93.68% 1.32%
LFW 87.55% 89.15% 1.60% 88.95% 1.40%

MixDB 85.02% 87.03% 2.01% 90.73% 5.71%
KinFace 91.25% 91.88% 0.62% 92.50% 1.25%

and compared several state-of-the art gender classification
algorithms, on four different benchmark databases, using two
resolutions. We validate that using high resolution images
doesn’t necessarily lead to better classification accuracy, which
we showed using SVM and SK classifiers. The best results
were obtained using Adaboost on Haar features, which showed
more than 92% correct rate on FERET database, 87.55% on
LFW dataset and 91.25% on KinFace, all using 24×24 images,
while for the MixDB dataset, SVM obtained best performance
of 86.96% on 15× 15 face images.

We also evaluated our proposed method on these databases,
and showed an improvement in the performance over the best
classifier working on its own. On the average (the weighted
average of results on all four datasets), best results obtained
using individual classifiers are for Adaboost on Haar-features
and SVM using 15 × 15 images, which are above 85%. For
this case we obtained an improved accuracy of 89.31% by
merging them.

Using our proposed committee machine, we obtained best
results shown in Tables VII and VIII for each database
separately. Most of the results in these tables are obtained
using Enhanced Merge2; that is merging SVM with Adaboost,
and NN as an extra expert; while some were obtained by
merging Adaboost on Gabor-features with Adaboost on Haar-
features, also with NN as an extra expert. Best validation of
the effectiveness of our proposal in enhancing the accuracies
of its contributing experts is shown using Enhanced Merge on
24×24 images, where more than 7% improvement is achieved.

In this work we focused on merging two classifiers only;
for future work we would like to see if merging more than
two different classifiers would be more efficient.
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