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Abstract—Scientific visualization techniques create images at-
tempting to reveal complex structures and phenomena. Illustra-
tive techniques have been incorporated to scientific visualization
systems in order to improve the expressiveness of such images.
The rendering of feature lines is an important technique for
better conveying surface shapes. In this paper, we propose to
combine volume visualization of unstructured meshes with direct
rendering of illustrated isosurfaces. This is accomplished by
extending a GPU-based ray-casting algorithm to incorporate
illustration with photic extremum lines, a type of feature lines
that captures sudden change of luminance, conveying shapes in
a perceptually correct way.

Keywords-Illustrative Volume Visualization ; Photic Extremum
Lines

I. INTRODUCTION

Throughout history, artists have used illustration to em-
phasize model features, improving image understanding with
simplicity. In computer graphics, non-photorealistic rendering
(NPR) [1] tries to mimic illustration techniques, producing
images inspired by the way artists work on illustrations. Non-
photorealistic rendering techniques do not faithfully represent
the models as they really are, but enhance their features to
ease shape understanding [2]. [llustration techniques go beyond
NPR techniques and use abstraction as a key component to
reproduce images. Illustrations are effective because deliver
images that guide the observer to focus on the essential parts
of the model, without losing the context in which the model
is inserted [3].

Illustrative visualization then tries to combine the visual
abstraction from illustrations with NPR techniques in order
to achieve more expressive results. Illustrative visualization is
concerned to “what” to render and “how” to render, and then
uses both low-level and high-level abstraction techniques [4].
Drawing feature lines is one of the most effective low-level
abstraction technique, and is explored by traditional illustrators
[5]. Observing an illustration produced by an artist, one can
note, besides stippling and hatching, the use of a combination
of different line types. Based on this, several researches have
been conducted on feature line extraction and rendering for
three-dimensional computer generated models.

However, while designing their illustration, artists take into
account their visual perception of the model to choose the set

of lines to use, instead of relying on a pure geometry analysis.

(a) Conventional (b) Illustrated

Fig. 1. Image of an electrocardiography relating electric potential on the
body surface with activities in the heart. The proposed illustration technique
clearly depicts the interaction with the vertebral column.

One key ingredient for understanding the shape and features
of a model is its illumination. Based on lighting variation
(including shadows) artists draw lines to express the object.
Based on this, Xie et al. [6] presented a technique to extract
photic extremum lines (PELs), which emphasize significant
variations of illumination over 3D triangle surfaces. Also trying
to explore illumination variation on triangle surfaces, Zhang
et al. [7] defined Laplacian lines as the zero-crossing points
of the Laplacian of the surface illumination.

Ebert and Rheingans [8] introduced the concept of volume
illustration, combining line extraction with NPR techniques
for volume data. Volume illustration derives from the same
concepts of visual abstraction, integrated with the flexibility
to manipulate a transfer function, to achieve enhanced images.
Volume illustration techniques are effective for conveying the
structure of the data inside the volume and to reveal their
main features [9], [10], [11], [12], [13], [6], [14]. In this
context, researchers have extracted feature lines for emphasizing
isosurface rendering. In general, the isosurface is previously
extracted from the volume, and conventional techniques for
triangle meshes are applied.

In this paper, we propose to combine volume visualization
of unstructured tetrahedral meshes with illustrated isosurfaces.
This is accomplished by extending a GPU-based ray-casting



algorithm to incorporate illustration with photic extremum lines
(PELs) [6]. Instead of previously extracting the isosurface,
we propose a direct rendering technique, enhancing the
isosurface combined with the volume visualization. The PELs
are extracted without drastically impacting the performance of
the volume visualization algorithm. We show that the rendering
of these lines in fact delivers better understanding of the
data, revealing important structures and features otherwise
hidden. Figure 1 illustrates an achieved result. It shows a
torso electrocardiogram that relates electric potential on the
body surface with activities in the heart. As can be noted, our
illustration technique better reveals the interaction between the
electric potential with the vertebral column.

II. RELATED WORK

In this section, we briefly review works related to our
approach. We first review papers on line drawings and then on
volume illustration.

A. Line Drawing

A set of computer-generated lines has been used for
illustrative purpose, most inspired on the way artists enhance
their drawings. These line-generator algorithms can be classified
in two different groups: image space and object space. Object-
space algorithms compute geometric surface features to judge
the expressiveness of lines. As an example, we can mention
the extraction of ridges and valleys, which represent regions of
maximum and minimum curvatures [15]. Another example is
demarcating curves, which represent the loci of the strongest
inflections on the surface [16].

Other approaches consider geometric features with respect
to the point of view. These are the view-dependent lines. The
classical example is silhouette lines that define object contour
[17], but fail to reveal internal structures. Suggestive contours
try to overcome this limitation, drawing lines that reveal other
regions where the surface bends sharply away from the viewer
[18]. Highlight lines, as defined in [19], extend suggestive
contours for convex surfaces. Another method, apparent ridges
[20], generalizes ridges and valleys lines in a view-dependent
fashion.

Noting that illumination variations also reveal information
related to the geometry of objects, Xie et al. [6] proposed the
photic extremum lines (PELs). PELs are not based on curvature
variation, but on illumination variation. Different light sources
can be used to better reveal local object structures. Zhang et al.
[21] improved PEL extraction by incorporating an enhanced
shading technique and eliminating the use of different light
sources.

On the other hand, lines can be extracted in image space,
as a post-processing phase [22]. These techniques face the
challenges imposed by using a two-dimensional and discrete
representation of the model, such as occlusion and low
resolution. Lee et al. [23] proposed to process the image
understanding lines as an abstraction of a shaded image.
Jardim and de Figueiredo [24] presented a hybrid method

for computing apparent ridges, combining object-space and
image-space computations.

B. Volume illustration

Volume illustration represents a new paradigm for render-
ing volume data [8], [25]. The goal is to combine visual
abstraction, NPR, and volume visualization to better reveal
important features of the data inside the volume. Bruckner
[4] explored volume illustration for medical data. Semantic
layers, introduced in [26], allow the mapping of volumetric
attributes to one visual style, and Xie et al. [6] proposed
an effective illustrative visualization framework, combining
PELs and shading on isosurfaces previously extracted from the
volume.

As pointed out by Xie et al. [6], for methods that illustrate
isosurfaces after extraction, it is difficult to achieve real-time
interaction. One has to first extract the triangle mesh represent-
ing a given isosurface, perform differential computation on the
mesh, and then compose the final image by multiple-rendering
passes to combine isosurface and volume rendering. Kindlmann
et al. [9] avoided all this process by using curvature-based
transfer functions, enhancing the expressive and informative
power of direct volume rendering, revealing, for instance, ridges
and valleys in the volume. Interrante et al. [27] also proposed
a technique for drawing ridges and valleys on a transparent or
semi-transparent skin surface. The volumetric rendering system
proposed in [13] directly extracts silhouettes and suggestive
contours. Ma and Interrante [28] had already presented a
discussion on the motivation for extracting and displaying
perceptually relevant feature lines from unstructured grids.

In this paper, we propose to combine volume rendering
of unstructured meshes with direct rendering of illustrated
isosurfaces. We employ a GPU-based ray-casting algorithm
that directly extracts the PELs. Our choice for PELs is based
on their easiness of computation and their independence from
explicit computation of surface curvature. As a result, we are
able to illustrate isosurfaces with a small performance penalty.

III. DATA REPRESENTATION

In this work, the volume data are represented by unstructured
tetrahedral meshes. The scalar field is given at vertices of
the tetrahedra. We then assume a piecewise linear variation
of the scalar field inside the volume. The gradient of the
scalar field represents its variation. On an isosurface, the
gradient represents the surface normal. Therefore, to compute
the diffuse light on the surface, we need to compute the
scalar field gradient at arbitrary points in the volume. This is
accomplished by using a linear gradient reconstruction method.
Correa et al. [29] recently presented a comparison among linear
gradient estimation methods, classifying them in two groups:
averaging-based methods and regression-based methods. We
have opted for using the Green-Gauss average-based method,
which produces good results with a low computational cost
[29].

In a pre-processing phase, from the scalar field values
sampled at the vertices of the mesh, f(x), we estimate and



store the gradients as part of the volume data. Considering a
tetrahedral cell defined by its four vertices vg, vy, Vo, and
vs, we can compute the constant gradient (V f) associated to
the linear scalar field variation inside the cell, by solving the
following linear system [29]:

(vi —vo)T f(vi) = f(vo)
(va—vo)'| Vf = |f(v2) — f(vo)
(vs — VO)T f(v3) = f(vo)

We assume that all tetrahedra defining the volume are non-
degenerated. From the constant gradients associated to the
cells, we need to compute smoothed gradients at the vertices;
otherwise, the isosurface illumination would have discontinuity
along cell interfaces.

Averaging-based methods express the gradient at a given
vertex x by averaging the gradients of neighboring tetrahedra:

Vix) = Zwmw

where w; is a weighting factor, and V f(i) is the constant
gradient at the adjacent tetrahedron i. The Green-Gauss
approximation uses the volume of each tetrahedron (V;) as the
weighting factor [29]

VI(x) =D ViviQ)

Once we have the gradient at each vertex, during ray traversal
we can estimate the gradient at any point x inside a tetrahedron
using barycentric interpolation. The barycentric coordinate
associated to point x in a given tetrahedron is computed by:

A2 | =B (x—vyp)

where:

B:[Vl—VO Vo — Vg V3 — Vo ]71

We compute the matrix B and associate it to the correspond-
ing tetrahedron in a pre-processing phase. The fourth barycen-
tric coordinate is simply given by: Ao = 1 — (A1 + Ay + A3).

During ray traversal, should the ray intersect the isosurface
of interest at point x, we compute the barycentric coordinate
and then compute the associated unit normal vector by:

Vi)

R= 2

V()]
with V f(x) given by:
Vf(X) = Aon(Vo) =+ )\1Vf(V1) =+ /\QVf(VQ) =+ /\3Vf(V3)
IV. RAY CASTING FOR TETRAHEDRAL MESHES

The light transportation through a volumetric cloud of scalar
values is given by [30]:

D D 0
I(D) = I(O)ef(fo p(t)dt) +/ 67(1; p(u)du)n(t)p(t)dt
0

where D is the ray length inside the volume with p and &
representing the attenuation coefficient and luminance, usually
mapped to RGBA values through a transfer function.

A major challenge of volume rendering is to evaluate such
integral in a fast and accurate way. One of the approaches is
based on ray casting. Given an unstructured mesh composed of
tetrahedral cells, a set of rays are casted from the eye position
to the model mesh boundary. Each ray is then traversed through
the cells using an adjacency data structure until the ray leaves
the model mesh.

In this work, we use a ray-casting algorithm implemented
in CUDA. At each cell traversal, the ray integral value is
calculated using an approach proposed by Moreland and Angel
[31] and Espinha and Celes [32]. Considering a piecewise linear
transfer function, it is possible to pre-calculate the integral and
store it on a 2D texture, and use the scalar values from the
front and the back of the tetrahedron as texture coordinates to
access the pre-computed values.

V. DIRECT PEL EXTRACTION

Photic extremum lines (PELs) capture sudden change of
luminance. As proposed by Xie et al. [6], PELs can be
extracted considering one or more light sources. For each
light source, they proposed to extract PELs considering only
diffuse illumination. The diffuse intensity at a given point on
a surface can be simply expressed by:

I = max (i - [, 0)

where 7 is the unit normal at this point, and I'is the unit
vector from the point on the surface toward the light source.
The extracted feature lines are directly related to the surface
shape, since variation of diffuse light is highly affected by the
variation of the normal [6].

Because we are rendering volume isosurfaces, both “back”
and “front” faces are relevant. We then compute the diffuse
contribution by:

=i

In their experiments, Xie et al. [6] used a main directional
light parallel to the view vector and optional auxiliary local
lights. In order to minimize performance penalty, we have
opted to use just one light for PEL extraction. We propose to
use a local light at the viewer position. We have concluded that
a positional light works better in our case, because it better
captures small normal variations. As we discretize the volume
by tetrahedra, and assume that the gradient varies linearly
inside each cell, a directional light would be less sensitive to
the diffuse light variation.

A. PEL definition

Photic extremum lines (PELs) are defined as the loci of
points on the surface where the variation of the absolute
value of the illumination, in the gradient direction, reaches the
local maximum [6]. The unit gradient direction of the diffuse
contribution is given by:

VI

W= ———

V]|



The points representing local maxima must satisfy:
Dy |[VI||=0 and DyDy ||[VI|| <0
B. Computing PELs

In our algorithm, whenever a ray reaches an isosurface of
interest, we check if the intersection point belongs to a PEL
on the surface. We do that numerically, using finite difference.

Expressing the point on the surface by x, we first estimate
the gradient of the scalar field at this point by barycentric
interpolation as described. This gradient represents the normal
direction of the surface at this point. We then find a surface-
aligned basis, computing the tangential direction 4 and ©
through cross products. The gradient of the illumination
function VI, on the isosurface, is then computed using central
difference:

oI, I(x+6t) — I(x — 511)
gu ) = 2
oI, I(x+060) — I(x — )
50 %) = 2

where § isto the spacing parameter to evaluate the derivative.
Note that the illumination gradient is expressed in tangential
coordinates. Points x 4+ 0% and x 4+ §0 may fall outside the
current tetrahedron. In such a case, we employ a recursive
algorithm that uses the tetrahedron adjacency information to
traverse the mesh, until the containing tetrahedron is found, or
the external boundary of the model is reached (in which case,
we replace the central difference by forward or backward
difference). Once the containing tetrahedron is found, we
compute the corresponding illumination function.

This procedure allows us to compute the variation of the
illumination function at arbitrary points inside the volume.
We need to check if, at point x, the function ||VI|| reaches
its local maximum, along the direction of w (= VI/||VI]|)).
This is accomplished by computing the absolute value of the
illumination gradient at points x + vw and x — yw, where ~y
is another spacing parameter. We then compute three absolute
values of the illumination variation along w:

vo = [IVI(x—~d)]
v = [[VIF)]
ve = |[VIx+rd)

Our goal is to evaluate if v; is the maximum value of the
three. We do that just evaluating:

v1 — max(vg, v2) > €

where € is a tolerance needed due to noise and numerical
approximations.

VI.

In general, the effectiveness of algorithms to extract feature
lines relies on appropriate settings of parameter values. Our
algorithm is also subject to adequate parameter settings. As
described, we work with three parameters that must be adjusted

PARAMETER SETTINGS

to better illustrate the isosurfaces in the volume. We use
the spacing parameter § to evaluate the illumination function
gradient on tangential space; we use the spacing parameter y to
sample the function that represents illumination variation along
the gradient direction; and we use the numerical tolerance
€ to compare maximum values. In this section, we discuss
how these parameters affect line extraction and propose re-
parameterization to ease the choice of appropriate settings.

A. Spacing parameter for gradient evaluation

The spacing parameter § is used to evaluate the gradient
of the illumination function, which is directly related to the
surface normal, i.e., to the gradient of the scalar field. As
mentioned, the gradient of the scalar field varies linearly inside
a tetrahedral cell. As a consequence, if we use a small value for
0, we will probably reach points inside the current tetrahedron,
ending up evaluating the illumination variation with a linear
variation of normals. This would reveals discontinuities along
cell interfaces. On the other hand, if we use a larger value for
0, we smooth the gradient of the scalar field, and the use of
too large values would not capture important features.

It is clear that this parameter has to vary in accordance with
the size of the tetrahedron containing the point at which the
gradient is being evaluated. We have observed that we should
use a parameter value that forces the central difference to use
points in distinguish tetrahedra, but it should be as small as
possible to avoid losing features of the data. We then propose
to re-parameterize this spacing distance as follows:

d=ar

where « represents the new parameter that replaces 4, and r
is the radius of the insphere of the tetrahedron that contains
the point, given by:

. 6V
lall + 11B]l + 112 + @ + b+ 2
with:
a=(vy—vg) x (va — Vo)
b= (vy —vp) X (v3 — Vo)
€= (v3 —vg) X (v1 —vp)

The value of « is not hard to set. In our experiments, a
value from 1 to 5 has worked. It depends on how smooth is
the scalar field.

B. Spacing parameter for maximum check

The spacing parameter + is used to check if the current point
is a maximum of the function that represents illumination varia-
tion along the illumination gradient direction. This parameter is
related to the thickness of the extracted lines. If we set a large
value for ~, several pixels, across the line thickness direction,
will likely be associated to points of maximum values. This
happen because each point will be compared against distant
points; in a region of maximum values, all points will present
greater value than points outside the region.



We then propose the following re-parameterization:
y=p4d,

where (3 is the new parameter that replaces -y, and d,, represents,
in object space, the distance proportional to one pixel on the
screen. This distance is approximated by:

0
dy, = tan- Ix = v]|

where 6 corresponds to the vertical field of view of the camera,
h is the height of the viewing surface expressed in pixels, and
v is the position of the viewer. As a consequence, a [ value
equal to 1 tends to reproduce lines with thickness value also
equal to 1. In our experiments, we have opted for using values
from 2 to 3. Too thin lines tend to present discontinuities due
to noise and numerical precision.

C. Numerical tolerance for filtering lines

The last parameter of our algorithm, e, is used to filter only
“strong” maximum values. This is important to avoid capturing
all small variation of the illumination gradient, what would
result in polluted images. When illustrating surfaces, the goal
is to emphasize only the main feature lines. This parameter
plays this role. A value equal to zero would capture all the
small variations.

This parameter is hard to be re-parameterized. It depends
on the variation of the illumination gradient, which cannot be
pre-evaluated. We have observed though that this parameter is
not hard to set if we work with normalized coordinates. Prior
to rendering, we apply a scale to fit the geometry of the model
in the unit cube. With this normalization, we have found that
values in the interval from O to 1 produce good results.

VII. RESULTS

To demonstrate the effectiveness of our proposal, we have
tested our algorithm for direct rendering volume data with
illustrated isosurface for different models, including medical
and engineering data. In this section, we discuss the achieved
results.

A. Conventional vs. illustrated volume rendering

First, we show how the proposed technique does enhance
volume visualization by better revealing isosurface shapes. We
have already mentioned that our technique was capable of
better depicting the interaction between the electric potential
with the vertebral column in Figure 1.

We also tested our proposal for other models. Figure 2 shows
the achieved result for illustrating an isosurface of the well
known bluntfin model. The illustrated isosurface reveals small
scalar field oscillation along the surface that would be otherwise
unnoticed. Figure 3 compares the results of our algorithm with
conventional volume rendering for a black-oil reservoir model.
Again, the proposed algorithm better conveys isosurface shape.

(a) Conventional

Fig. 2.

(b) Illustrated

Volume rendering of the bluntfin model.

(b) Mlustrated

Fig. 3. Volume rendering of a black oil reservoir model.

B. Correctness

In order to check the correctness of our proposal to direct
extract feature lines, we first apply our algorithm for rendering
the surface of a torus. The torus is represented by a synthetic
volume data, represented by a regular grid of points whose
scalar values were generated by evaluating the torus implicit
equation. Each regular grid cell was then subdivided into six
tetrahedra. Figure 4 shows the achieved shaded surface (on
the left) and the extracted lines rendered in isolation (on the
right). A similar experiment was also run by Xie et al. [6],
extracting the same PELs. Although PELs is not helpful to
convey the shape of a torus, this experiment shows that our
proposal correctly computes the PELs for this synthetic surface.

We then compared the lines extracted by our approach on
actual data with other different approaches: ridges, apparent
ridges, and suggestive contours. These other lines were ren-
dered by first extracting the corresponding isosurface using a
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Fig. 4. Rendering of a synthetic volume data representing a torus surface.

marching-tetrahedron algorithm. We then used the software
RTSC (the Real-Time Suggestive Countor) from Princeton
University [33]. Because the extracted isosurfaces are too
coarse, we had to use the functionalities provided by the
software to smooth the surfaces. We first call the normal
smooth and then the mesh refinement functions; otherwise,
the lines were not adequately extracted. This, in fact, illustrates
an advantage of our method: smoothness can be achieved
by adjusting a single parameter; there is no need to perform
geometry computations. Figure 5 and Figure 6 illustrate the
results for the torso and the bluntfin models, respectively. As
can be noted, the PELs directly extracted by our proposal are
equivalent to the feature lines extracted from the previously
generated isosurface meshes.

C. Parameter settings

For testing parameter settings, we have run the following
experiment. We first chose appropriate parameters for visualiz-
ing the data from a torso electrocardiogram that relates electric
potential on the body surface with activities in the heart. The
lines drawn with our technique better reveal the interaction
between the electric potential with the vertebral column, as
illustrated in Figure 7b.

For this model, we have judged that the following parameters
produce good images: a = 4.0, § = 3.0, and € = 0.65. We then
vary each one of these parameters to analyze its effect. Figure 7
illustrates the effect of varying the value of .. As stated, large
values smooth the scalar field and important features may be
lost. Small values capture discontinuities in the illumination
function and result in noisy images. Figure 8 illustrates the
effect of varying the value of (3. As expected, larger values
produce thicker lines. Finally, Figure 9 illustrates the effect of
varying the value of €. Again, as discussed, low values capture
small variation, resulting in polluted images. Too large value
may fail to capture important features.

VIII. CONCLUSION

In this paper, we have presented a new approach for direct
rendering of unstructured volume data combined with illustrated
isosurfaces. The illustration is done by extracting photic
extremum lines (PELs) during ray traversal. Our algorithm
is simple and relatively fast. With the current implementation,
we observed that the performance of our conventional volume
rendering algorithm was impacted in about 20 to 30%.

We showed that our proposal is helpful to convey isosurface
shapes for different models. We demonstrated the correctness
of our approach by comparing the achieved results with other
proposals for feature line rendering on triangle meshes, which

were previously extracted from the volume data. We have also
discussed the algorithm parametrization, and have presented
the influence of each parameter on the extracted lines.
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Fig. 7. Effects of varying the parameter c; other parameters are fixed: § = 3.0 and € = 0.65
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Fig. 8. Effects of varying the parameter [3; other parameters are fixed: o = 4.0 and € = 0.65

(a) e =0.05 (b) e = 0.65 (c) e=1.30

Fig. 9. Effects of varying the parameter €; other parameters are fixed: « = 4.0 and 8 = 3.0



