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Abstract—Planes are important geometric features and can
be used in a wide range of vision tasks like scene reconstruc-
tion, path planning and robot navigation. This work aims to
illustrate a plane segmentation system based on homography
computation and optical flow estimation. Firstly, using two
image frames from a monocular sequence, a set of match pairs
of interest points is obtained. An algorithm was developed
to cluster interest points belonging to the same plane based
on the reprojection error of the affine homography. From the
calculated homographies, the planar flow is computed for edc
image pixel. Following this, the estimated optical flow is usd
to expand and identify each detected plane. An optical flow
estimation method based on color information is presented.
Tests were performed in different sequences of indoor and
outdoor images and results validate the proposed system.

Keywords-plane segmentation, optical flow, 3D reconstruc-
tion.
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In [7], an algorithm for the estimation of the optical
flow field of the dominant plane detection from an image
sequence is developed. From two sucessive images, cor-
respond points on dominant plane are combined with an
affine transformation. Using this, the affine coefficients ar
computed and the dense planar flow is obtained. Only the
dominant plane is detected by matching the flow vectors.
The approach presented in [2] detects three-dimensional
planar surfaces using 3D Hough transformation to extract
candidates to plane segment. Finally, a detailed review and
performance comparisons of planar homography estimation
techniques can be found in [8].

This work introduces a complete and simple system to
obtain all major planes present in a scene. Using two images
from a monocular image sequence, the first step is to com-
pute a set of match pairs of points. From this set of matches
a homography-based method is performed to detect planes

For robot navigation, active and passive sensors are 9€Mising the affine model. Each affine homography represents

erally used. Active sensors like sonar or lasers can providg planar surface present in the scene. An algorithm was
simple information about obstacle detection. The drawbac eveloped to cluster interest points belonging to the same

is that the mf_zrmztlon |s_s][3arse:[_0n trge ottrzﬁr hand, V'? lane. From the calculated homographies, the planar flow is
sensors provide dense information about the surroundin bmputed for each image pixel.

environment. A vision system mounted on a robot can
capture an image sequence from the camera motion. This . .

information can be used to recover the structure of the scene Following this, the detected planes are expanded by
and to plan a free path to the robot navigation while avoidinghatching the planar flow and the estimated optical flow. An
obstacles. optical flow estimation method based on color information

Planar surfaces present within a scene can provide usef{i Presented. A plane identification procedure is performed
information on the environment, making the robot ableP@s€d on the number of pixels belonging to each plane. At

of distinguishing between obstacles and ground plane. AN€ €nd, each segmented plane is labeled as ground plane

lot of works related to plane detection are found in the®" obstacle. Tests were performed in different sequences of

literature [1], [2], [3]. In [4], the normal vector to a plane indoor and outdoor images and results validate the proposed
is estimated by using only three corresponding points fronsyStem-

stereo images. A method for detecting multiple planar re-

gions using a progressive voting procedure from the saoiutio The paper is organized as follows. Section 2 presents the
of a linear system exploiting the two-view geometry is main aspects related to the theory of two view geometry.
presented in [5]. SIFT (Scale Invariant Feature Transform)n Section 3, an optical flow estimation method from color
features were used in [6] to obtain the estimates of thénformation is presented. In Section 4, the proposed system
planar homographies which represent the motion of thés formulated highlighting all crucial points. Results are
major planes in the scene. They track a combined Harris anshown in Section 5. Finally, Section 6 summarizes this paper
SIFT features using the prediction by these homographiesand some future works are proposed.



II. TWO VIEW GEOMETRY where[x; yi] <> [X ¥{].i=1,...,n, are the matched pairs

A. Preliminary of points in inhomogeneous coordinates &hdhas the form
The pinhole model is used to describe the camera. Points hy hy hs

are represented by homogeneous coordinates. A 3D point is Ha= [hs hs he|. (6)

represented bR = [X Y Z 1}T in a world coordinate 0 0 1

system, and its retinal image coordinate is described by the. Reprojection error

. T .
2D po_mtq: [X y 1} - The corresppndmg h_o_mogenequs An error measure may be considered after an affine
coordinates are related by the following matricial equatio homographyH, has been computed. In order to verify
wq = PQ, (1)  whether a given matched pair of points belongs to the plane

. . . represented by, we use theeprojection error
where w is an unknown scale an® is the perspective P ¥ia pro)

projection matrix. e =g — &>+ |af — &/ )%, @)

The matrixP can be decomposed as whered/ = Hag and @, = Hyq/.

P:K[R t], 2 A given matched pairg; <+ g belongs to the plane

whereK is a 3x 3 calibration matrix, mapping the normal- repre_sented byl when the reprojection erra is below a
certain threshold.

ized image coordinates to the retinal image coordinatas, an
(R,t) describes the rotation and translation from the world Ill. OPTICAL FLOW FROM COLORED IMAGES

frame to the camera frame. In computer vision, optical flow is a velocity field associ-

All quantities related to the second view of the sameated with image changes. This effect generally appears due
camera are indicated by . Thug, is a point in the first to the relative movement between object and camera or by
image andy’ is the correponding point in the second image.moving the light sources that illuminates the scene [9]. Mos
B. Planar Homography approaches to estimate optical flow are based on brightness
changes between two images.

Among the existing methods for Optical Flow estimation,
gradient based techniques are distinguished. Such tagksiq
are based on image brightness changes of each pixel with
(x,y) coordinates. Considering that small displacements do
not modifie brightness intensity of an image pointCan-
sq’ = Hg. (3)  straint Optical Flow Equatiorcan be defined as

The images of a planar object imaged from two view
points are related by a homography. Consider thand
g are the projections of) in the first and second view
respectively. The homograpty is uniquely induced by the
imaged plane, and describes the mapging q', given by

wheres is the scale factor. Ixu+Iyw+1g =0, (8)

The matrixH has 9 entries, but is defined only up to scale.
Each corresponding 2D point generates two constraints on
by Equation 3 and hence the correspondence of four poin

is sufficient to computéd. . : ; ;
1) Affine HomographyAn affine homographyHa is a with regard to the horizontak) and vertical §) coordinates,
and time ). Optical flow cannot be estimated only from

special case of the planar homography. The matrix repre . . .
sentation is formulated as Equation 8. Thus, some additional constraint needs to be

At used to find a solution for the flow componenisandv.
/
9 =Hag= {OT 1} g (4) A Lucas and Kanade's Method

The affine homographia has 6 degrees of freedom and ~ Lucas and Kanade [10] used a local constraint to solve the
can be computed from three point correspondences of th@Perture problem. This method considers that small regions
same plane. A modified version 8firect Linear Transfor- in the image corresponds to the same object and have similar
mation method is used to estimate the homography. Thénovement. The image is divided in windows of side< N,

_ _ _ IR -
Equation 3 can be formulated in terms of an inhomogeneou8ach one withp = N= pixels. A local constraint is used
set of linear equations as to form an overconstrained system withequations and 2

variables, as in 9.

whereu and v are the optical flow components i and
X directions for a displacememt = (dx,dy), Iy, ly and I
are the partial derivatives of the image brightndgs,y),
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System 9 can be solved by the Least Mean Square (LMS)indow (neighbourhood-8), where the square of the euclid-
method for estimating the optical flow vector. The estimatedan distance between the two flow vectors does not exceed
optical flow for eachN x N window corresponds to the 20% of the flow vector being analysed.
optical flow vector of all pixels in the related window.

IV. PLANE SEGMENTATION SYSTEM

B. Proposed Method This section presents a system for segmentation of planes

Color image is an additional natural resource of informa-based on affine homographies and optical flow estimated
tion that can facilitate the problem resolution. Ohta [LHsw from two colored images of a sequence. Figure 1 illustrates
the first one to consider an optical flow estimation methodthe detailed block diagram of the entire system. The follow-
that does not use additional constraints about movements ifig sections describe each part of the proposed system.
the image. His method is based on multi-channel image .

(as colored images) to obtain multiple constraints from ai" 2D Plane Detection

simple image pixel [12]. Barron et al [13] in their analysis This section describes a plane detection system as used in
showed that optical flow estimation is improved when colorour previous work [15]. The first step consists of obtaining
information is used. a setM of matched pairs of interest points between two

The optical flow equation 8 can be applied to eachconsecutive images of a sequence. As suggested in [16],
image channel. A system of equations can be formulated t§e combination of Harris corner detector [17] with SIFT
provide a solution to optical flow vector without additional descriptor [18] was chosen.
constraints concerning image movement. For color images GivenM, a Delaunay triangulation [19] is performed only

with three channels (RGB, HSV, HSI, YUV) the system On the detected corners of the first image. Since the set of
would result in trianglesT has been obtained, a filtering scheme is applied to

discard triangles that probably belong to virtual planetha
image. Only triangles with all sides within a certain range o
IoxU+ IV +12=0. (10)  lengths are considered valid. Still, triangles with valides
laxu+lgVv+Iz3 =0 can have their vertices almost collinear. Collinearity loé t
three points used in the computation of affine homographies

~In our previous work [14], we propose a method for op- yyst be avoided. To solve this problem, triangles with areas
tical flow estimation from two colored images of a sequence|ess than a certain value are also discarded.

This method is based on Lucas and Kanade’s algorithm [10]. The new set of triangled obtained from the filtering

‘The image frame is divided into several observationscheme is used by a clustering procedure to join points that
windows of similar movement. An optical flow vector that belong to the same plane in the image. Usih@nd T, we
corresponds to all pixels of the window is estimated. ForgefineH,, as the set of alin homographies existing between
optical flow estimation, only some pixels of each window ihe two images. Each homography kit defines a plane
are chosen equally distributed in window space. present in both images.
~ The Equation 8 is applied to each chosen pixel of all |njtially Hy, is considered as empty. The first affine ho-
image channels. The best results were obtalqed using YU¥yographyH  is computed using the three points (vertexes)
color model. A system of equations is obtained for eachyf the first triangleT (1) and their matched points in the set

|1XU+|1yV—|— l4+=0

window, given in matricial form by M. HomographyHa thus obtained is included ikim, and

. o all used points are marked assited and assigned to the
A-v+b=0, (11) homographyHm(1), i.e., the first plane.

wherev = [u\|T is the optical flow vectorA is the spacial In the next step, the next triangle df and their cor-
partial derivates matrix and is the temporal derivates responding matched points M are considered. For each
vector. homography irtHy, all points of the triangle are checked to

The System 11 can be solved by pseudo-inverse methodgtermine whether they belong to any of the existing planes

as in Hy. For this, if the point had been marked rast-visited

v=(ATA)" L. (ATb). (12) and the reprojection error fdt; is below a certain threshold,

the point is marked asisited and assigned to homography
In Equation 11, theATA matrix must be non-singular. Hg(i). If the point had been marked assited and if the
The condition numben of ATA is used to measure the new reprojection error foH; is smaller than the previous
numerical stability of the System 11. #fis above a certain one, the point is assigned to the plaie In the case where
threshold,v is not defined on that image location [13]. all points of the triangle do not belong to any existing plane
Finally, a filter based on the euclidian distance of opticala new affine homographya is computed with those points.
flow vectors is used. A flow vector of B x N window is  The new homography represents a new plane and is included
only accepted as valid if it exists at least a neighbouringn Hp. This loop is performed until there are no unvisited
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Figure 1: Block diagram of the proposed system.

matched pairs of points in the ddt At the end of clustering plane is identified as the ground plane. All other ones are
stage, only planes with a number of points above a certaiindentified as obstacles.

threshold are considered. All other ones are discarded. The entire procedure of expansion and identification of
B. 2D Plane Expansion and Identification the detected planes is described by the Algorithm 1.

In most cases, planes present in an image acquired BYjgorithm 1 Algorithm for expansion and identification of
a robot vision system can be classified into two cateye segmented planes.

gories:ground floorandobstacles The detection procedure
provides multiple planar regions in the 2D image space.
However, the detected planes are small and not identified
regions. plane; .

In order to overcome this problem, we propose an optical Tv: error threshold between the estimated flayand
flow based system for the expansion of all previously the.planar flowvyp;
detected planes in a scene. Moreover, the proposed iden—Def'ne:
tification system in this work suppose that the ground floor e_rrv(ve,vp): error between the planar flow and the
is the predominant plane in the image, and obstacles are estl_mated flow . . .
represented by small secondary planes. Estimate the optical flow, for all pixels of the image;

Each affine homography computed on the detection stage forf i - each prilxrell of the fit:st(ijr:a%do
determines the movement of the pixels that belong to the or | = each homograpny diim do

same plane. This movement can be represented by the planar Compute the planar flowp(i) = Hm(j)q(i) —q(i);

fl _ d b ted b if erry(ve(i),vp(i)) < Ty then
oW Vp = (Vi W) and can be computed by Associate the pixel as belonging to the plane

Given:
Hm: set of homographies that represent each detected

Vp=0 —q=Hag—q. (13) defined by the homographjy
The same movement can also be represented by the enznfc(j) r'f
estimated optical flowe = (vx,,Vy,) from two consecutive end for

images. Thus, the detected planes can be expanded by

comparing the movements described by the planar flow and

the estimated flow.
The detected planes are enlarged by including pixels

whoose the error betweeve and vy is below a certain

threshold. The error between the two flow vectors can be V. EXPERIMENTAL RESULTS

defined by the equation

The biggest plane is the ground plane, and all the others
are obstacles;

In this section, we report some experimental results from
err, = \/(Vxe _pr)2+ (v, —Vyp)z. (14) real image data. Several colore_d image sequences pf indoor
and outdoor scenes were acquired by a uniqgue moving cam-
At the end, the number of pixels labeled as belong toera. Scenes with planes at different positions and orientzt
each plane is used by the identification process. The biggestere chosen. The system was tested on both indoor and




outdoor image sequences. Due to paper lenght restrictions,
only a small part of these results are shown.

Different parameters of the system were empirically ad-
justed at each stage of the entire process of the 3D plane
reconstruction. The following sections discuss each one of
them. At the clustering procedure, only one parameter is
adjustable. The reprojection error threshold was emplyica
chosen ade = 5.0. The value ofTe is dynamically updated
during the clustering process. Each matched pair of points
in M is assigned to the best homographyp, based on the
reprojection error. At the end, only clusters with a numkfer o
points above a certain threshold are considered as detected
planes.

The following step consists of the expansion and identi-
fication procedure. The optical flows was estimated using
the method proposed in Section Ill. Also, the planar figy
is computed for all pixels in the image using each homogra-
phy resulting from the clustering scheme. According to the
Equation 14, an error threshold was empirically chosen and,
for each pixel, it is verified if it belongs to some detected
plane. Figure 2: Results of the plane identification procedure for

Finally, the plane with the biggest number of pointsindoor images.
corresponds to the ground plane. All other ones are labeled
as obstacles.

In order to evaluate the accuracy of the plane segmentation
system, we use an error measure. The major planes were
manually detected and compared with the planes detected
by the proposed system, and the error measured by

ZX,y |Dm(xa y) - DS(Xa y)|
ZX,yl

whereDm(x,y) andDs(x,y) are igual to 1 or O if the point
(x,y) belongs or not to the manually detected plabg) or
to the plane detected by the systebBy)(

Figures 2 and 3 illustrates the major segmented planes
in the indoor and outdoor images. Table | presents the
computed error in the segmentation process.

errp =100

(15)

Figure 3: Results of the plane identification procedure for
Table I: Error (%), false-positives measures FP (%) andPutdoor image.

false-negatives measures FN (%) computed on the plane

identification procedure to the left and right indoor images

of Figure 2, and for outdoor image of Figure 3. procedure that consists of a clustering scheme based on
Obstacle Ground the computation of homographies using the model affine.
Image Erfor | FP | FN | Error | FP | FN Second, an expansion and identification procedure based on
Indoor (left) | 5.18 | 1.33 | 3.85 | 1155] 213 | 942 comparing the estimated optical flow and the planar flow.
Indoor (right) | 2.19 | 0.77 | 142 | 1340 4.75| 8.65 Th tical fl . timated f lor inf ti d th
Outdoor 7141 59T T 1123 T 1192 T 319 873 e optical flow is estimated from color information, and the

planar flow is obtained from the homographies that represent

In order to allow the path planning of the mobile robot, €ach detected plane. _ _
the system was also tested using a long image sequence.In the proposed system, any error in one module is

Figure 4 and Table Il show the results. fixed or discarded by the following ones. Furthermore, we
emphasize that the segmentation was performed from two
VI. CONCLUSIONS AND FUTURE WORKS images acquired by a monocular vision system, where the

In this paper we present a system for plane segmentationistance traveled by the camera between two acquisitions is
The system is divided in two parts. First, a detectionunknown.



Figure 4: Identified planes in the 1, 11, 21 and 31 frames ofaage sequence. The first row is the original image. The
middle rows are the obstacles, and the bottom row is the grplane.

Table II: Error (%), false—positi\ée measures FP (%) and  kyyre work will be concentrated at the 3D reconstruction
false-negatives measures FN (%) computed on the plang the segmented planes for path planning and navigation
identification procedure to the image sequence of Figure 4yt the mobile robot. Here, if the odometer data about the

Right Obst. Left Obst. Ground
Frame | Error FP Error FN Error FP
01 226 | 117 | 3.05 | 1.14| 9.19 | 0.67
11 221 | 058 254 | 1.69 | 11.46 | 0.48
21 288 | 152 | 227 | 156 | 10.54 | 2.18
31 5.06 | 3.88 | 4.19 | 3.30 | 18.02 | 1.33

robot’s movement is available, it is possible to recover the
scale factor related to the determination of the 3D position
of the planes. In addition, the performance of the system
will be evaluated.
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