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Abstract—The conservation of tropical forests is a social and
ecological relevant subject because of its important role in the
global ecosystem. Forest monitoring is mostly done by extraction
and analysis of remote sensing imagery (RSI) information.
In the literature many works have been successful in remote
sensing image classification through the use of machine learning
techniques. Generally, traditional learning algorithms demand a
representative and huge training set which can be an expensive
procedure, especially in RSI, where the imagery spectrum varies
along seasons and forest coverage. A semi-supervised learning
paradigm known as active learning (AL) is proposed to solve
this problem, as it builds efficient training sets through iterative
improvement of the model performance. In the construction
process of training sets, unlabeled samples are evaluated by a
user-defined heuristic, ranked and then the most relevant samples
are labeled by an expert user. In this work two different AL
approaches (Confidence Heuristics and Committee) are presented
to classify remote sensing imagery. In the experiments, our AL
approaches achieve excellent effectiveness results compared with
well-known approaches existing in the literature for two different
datasets.

I. INTRODUCTION

Conservation of tropical forests is a social and ecological
relevant issue because of its important role in the global
ecosystem. Tropical forests have a great diversity of fauna
and flora, besides regulating the climate and rainfall, ab-
sorbing large quantities of carbon dioxide and being indige-
nous dwellings. Unfortunately, millions of hectares of tropical
forests have been lost and degraded over years [1].

Technology can be a great ally for the preservation of the
tropical forest as remote sensing images, data and classification
algorithms are used to analyze, identify and quantify changes
in the environment, making possible to monitor forest defor-
estation and degradation [1]. One example of forest monitor-
ing program is PRODES (Amazon Deforestation Monitoring
Project) [2], produced by the Brazilian National Institute for
Space Research (INPE), which carries annual deforestation
survey by a semi-automated process [1].

In image classification, the supervised learning algorithms
performance strongly depends on the representativeness of the
training set. However, to build a great training set experts and
extensive manual analysis are usually mandatory, which can
make the procedure to be slow and financially expensive. So,
small training sets to obtain high classification accuracy is
always desirable.

In machine learning literature this sampling approach is
known as AL, which aims to achieve high classification
effectiveness rates by using few training samples. This tech-
nique consists in iteratively selecting unlabeled instances to be
labeled by an oracle (expert user) in such way that only the
samples that improve the classification model will be included
in the training set [3].

An important step in AL is to choose which samples are
the most interesting to be included in the training set. This
can be done by several families of heuristics as committee-
based, large margin-based, and posterior probability-based [3].
These strategies obtained significantly better results and with
far fewer samples compared to random sample selection [4].

In this paper different AL approaches were applied to a re-
mote sensing image obtained by Landsat-8 satellite (launched
as the Landsat Data Continuity Mission - LDCM), which
collects data covering the entire Earth every 16 days with 30
meters for spatial resolution. The case of study covers a section
of Amazon forest located on Rondonia state (north of Brazil)
at July 2016, in order to classify the pixels that represent forest
or non-forest areas. Classified data from PRODES was used
to train the classification models and to compare the results.
The experiments presented here validated the AL approaches
applied to forest monitoring issue.

II. BACKGROUND AND RELATED WORKS

This section presents background and related works about
deforestation detection and AL, subjects of this paper.

A. Brazilian Amazon Deforestation detection

The Brazilian Legal Amazon (BLA) is one of the world’s
best-known rainforests, hosting the highest biodiversity of sev-
eral forest-dependent species and being the largest continuous
rainforest in the world [5]. Thus, its deforestation can bring
great consequences, being needed monitoring programs for
controlling and prevention of deforestation. These monitoring
programs are done by INPE, being PRODES and DETER two
of them.

PRODES was created in 1988 to carry annual deforestation
surveys in BLA. At first, the classification was only visual
and manually performed by experts, analyzing printed remote
sensing imagery. In 2003 it started to use a semi-automated
procedure to perform TM/Landsat images digital processing,
classifying forest areas and clear-cut deforested areas like



pastures, savannas, crops, abandoned lands, water bodies and
rivers, urban areas and remaining cloud areas. Both data,
images and tabular informations are annually posted on the
program’s website! [1].

As PRODES gives annual surveys and quick actions are
needed to stop the beginning of a deforestation process, a
program for near real-time deforestation detection was created.
It is called DETER [5].

DETER uses imagery from MODIS (Moderate Resolu-
tion Imaging Spectroradiometer), which has a revisit time
of roughly 1.5 days and 250 meters of spatial resolution
[1] against 16 days and 30 meters of spatial resolution for
Landsat [6]. Although the spatial resolution of MODIS, the
high observation frequency enables surveys and issuing alert
almost in real-time. The area where a deforestation process
was identified is marked and an alert is sent to the Brazilian
Institute of Environment and Renewable Natural Resources
(IBAMA) [5]. These alerts are also monthly posted in the
program’s website?.

Not only INPE has monitoring programs for BLA. A
non-profit research institution called Imazon (in portuguese,
Instituto do Homem e Meio Ambiente da Amazodnia) created a
near-real time deforestation monitoring system named SAD (in
portuguese, Sistema de Alerta de Desmatamento) and provides 1
monthly surveys that are available in the institute’s website?. 2
The SAD system also uses MODIS images, where defor- 3
estation change detection is performed based on Normalized 4
Difference Fraction Index (NDFI). If the pixels present NDFI 5
below 125 they are classified as deforestation, while pixels 6
with NDFI values between 125 and 165 are forest degradation
[7]. 7

Another monitoring programs are ForestWatchers and 8
GLAD (Global Land Analysis & Discovery) Alerts. Forest- 2
Watchers is a Citizen Science [8] [9] project created in 201210
aiming to monitor the tropical forest deforestation by volun-11
teers analyzing and classifying remote sensing images from
MODIS [1] [10]. GLAD Alerts is supported by Global Forest
Watch (GFW)*, an online platform that provides data and tools
to allow near real-time information about forest monitoring. It
uses Landsat-7/8 with 30 meters of spatial resolution to alert
tree-cover loss not only in BLA but in different countries
in the Amazon, Congo Basin, and Southeast Asia. Metrics
from previous Landsat imagery and the latest image are run
through decision trees to calculate a median probability of
forest disturbance, where pixels with the probability higher
than 50% are considered as tree cover loss and an alert is
issued [11].

B. Active Learning

One of the biggest challenges in traditional machine learn-
ing techniques is to create a training set that represents the real
data behavior using as few samples as possible of the dataset.

Uhttp://www.obt.inpe.br/prodes/
Zhttp://www.obt.inpe.br/deter/
3http://imazon.org.br/en/
“https://www.globalforestwatch.org/

This fact might be caused by high intra-classes or low inter-
classes variance that make a learned model to fail whether
trained with an inefficient training set.

In literature AL is used to sort out this problem of sample
selection of datasets. It aims to build an efficient training set
through iterative performance improvement of models using
sampling [3].

Usually, AL approaches begin with a small number of
instances in the training set and iteratively try to build a
great training set that minimizes the classification error [12].
Therefore, a user-defined heuristic is used to sort all the unla-
beled instances (candidates) and select those instances that are
more valuable for the learning model improvement. Finally, an
expert classification is given for each most interesting sample
selected by the heuristic. This process repeats iteratively until
a stop criteria is satisfied [3]. Algorithm 1 shows a general
procedure of AL.

Algorithm 1 GENERAL PROCEDURE FOR ACTIVE LEARN-
ING
Inputs : Initial training set X
Pool of training samples candidates U
Number of samples ¢ to add at each iteration
repeat
Train a model with current training set X.
for each candidate in U do
‘ Evaluate a user-defined heuristic
end
Rank the candidates in U according to the score of the
heuristic.
Select the ¢ most interesting samples.
The user assigns a label to the selected samples.
Add these samples to the training set X.
Remove the samples from the pool of candidates U.
until stop criteria is reached,

AL approaches have been used in the literature to
solve problems in several application domains such as
medicine [13], biology [14], chemistry [15], biometric [16],
and remote sensing.

Recently, in remote sensing imagery works, AL approaches
have been proposed for a different type of tasks such as classi-
fication [12], [17]-[19], segmentation [20], [21], retrieval [22],
and detection of Land-Cover transitions [23].

In image classification tasks, Tuia et al. [12] proposed two
AL algorithms based on margin sampling strategies using
support vector machines (SVM). Persello and Bruzzone [17]
adopted domain adaptation paradigm to exploit labeled sam-
ples of source domain and to minimize the number of target
domain samples to be labeled with the definition of the final
training set. Li et al. [18] proposed a framework for spectral-
spatial classification, which exploits marginal probability dis-
tributions in hyperspectral data. Stumpf et al. [19] developed
region-based query strategies to select spatial batches with
high sample uncertainty and diversity through the use of a
tree ensemble classifier (Random Forest - RF).



In image segmentation tasks, Li et al. [20] introduced
a Bayesian approach for hyperspectral image segmentation,
which uses a multinomial logistic regression (MLR) model to
learn the class posterior probability distributions and then to
segment the hyperspectral image. Mitra et al. [21] explored a
support vector machines technique to minimize the number of
labeled data that is used to train a learning model.

For retrieval, Demir and Buzzone [22] developed a novel
AL to improve a content-based image retrieval (CBIR) by
relevance feedback from large archives of remote sensing
images. The proposed AL method defines a small as possible
set of relevant and irrelevant images. The same author joined
a new researcher [23] and also worked to detect Land-Cover
transitions using AL. The new developed technique detects
land-cover transitions in a pair of remote sensing images
acquired in the same area at different times through a multi-
temporal training set. The dataset consists of unlabeled pixels
aligned at the same location in two available images, which
present maximum uncertainty by joint-entropy criteria.

III. PROPOSED ACTIVE LEARNING APPROACHES

In this work, two AL approaches have been proposed.
The first, confidence heuristic approach, take into account the
sample classification confidence of a single classifier. Second,
committee approach use the disagreement of a classifier set.

1) Confidence Heuristics: In this approach, a ranking ag-
gregating candidate instances was created following a specific
criteria according to the classification’s confidence. The three
different Confidence Heuristics used to define the instance
ranking are defined next:

o Low Confidence: the rank value for each sample is
evaluated by ascending order over the difference in mod-
ule between the sample probability for forest and non-
forest (|Probp — Probyr|, remembering that Probgr +
Probyrp = 1.0), i.e., instances where the probability
difference depicted was close to zero represent image
samples with low confidence because the probability is
similar to be a forest or non-forest pixel.

« High Confidence: the sample ranking is generated in the
opposite way to Low Confidence, i.e., considering a de-
scending order for | Probg— Proby r|. The pixels ranking
in this approach are classified with high confidence by the
classifier.

o Hybrid Confidence: half of the inserted samples are
low confidence samples and the rest are high confidence
samples, trying to reach a more stable behavior by also
adding samples that have high confidence classification.

2) Commiittee: In this approach, a committee is created by
joining classifiers k-Nearest Neighbors, Linear Discriminant
Analysis and Multi-layer Perceptron. These classifiers were
chosen because they achieved good result and they aren’t based
on ensemble.

The samples of the pool of candidates are classified and
the ones to be inserted in the training set are defined by the
disagreement between the classifier set. The samples that have
the maximum disagreement are the ones to be inserted in
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Fig. 1. Rondonia state classified by Fig. 2. Color code for PRODES

PRODES (2016). image.

the training set. The test set is classified by majority vote
according to the classifier committee used in the task.

IV. EXPERIMENTAL METHODOLOGY

This section defines the Datasets used, the Classifiers
and Baseline methods evaluated and the Experimental Setup
adopted in this work.

A. Datasets

For this work, we use a remote sensing image from Landsat-
8 imagery, freely available in EarthExplorer’, of Rondonia
state (north of Brazil) at July 2016. This image is composed of
7 bands (ultra blue, blue, green, red, near infrared, shortwave
infrared 1 and shortwave infrared 2) with 30 meters of
spatial resolution. A labeled image was obtained by PRODES,
explained in II-A.This labeled image is built with 60 meters
of spatial resolution.

Figures 1 and 2 show the mosaic of the state of Ronddnia
classified by PRODES for 2016 and its legend. The designated
areas of non-forest (Non-forest and Non-forest2) are vegeta-
tion areas not considered as Amazon Forest; d2012 represents
the agglomerated deforestation until 2012; d2013....,d2016
represent the deforestation of each year; 12013,...,12016 are
areas where deforestation was detected in that year but that
already existed in the past and wasn’t mapped by the specialist,
making not possible to assert the correct year of this deforesta-
tion. PRODES does not reclassify the deforested areas, that is,
even if forest regeneration occurs, the area will continue to be
classified as deforested. Thus, noise data can be found in the
groundtruth.

In our application we just consider two classes: forest -
corresponding to the label with the same name in PRODES -
and non-forest - corresponding to all the other classes that are
different than the forest in PRODES.

In our experiments, we used two different remote sensing
images that correspond to small areas belonging to the state of
Rondonia, Figure 3a and 4a. Both images were resized from
30 meters of spatial resolution to 60 meters and they are shown
with RGB composition in here but for the study 7 bands were
considered. Figure 3a corresponds to an area of approximately
115km? and it was used on a cross-validation protocol [24],
which is composed of 32,096 non-redundant pixels, where

Shttps://earthexplorer.usgs.gov/



16,390 are forest and 15,706 are non-forest, divided by 5 folds.
Figure 4a corresponds to an area of approximately 1,102km?
and it was used for a cross-dataset experiment, which includes
more diverse PRODES non-forest classes that can occur in a
real application, when acquiring new remote sensing images
for different areas, dates, and acquisition devices. This image
has 306,114 pixels, where 168,999 are forest and 137,115 are
non-forest.

As we consider a binary problem, the PRODES image is
transformed in an image composed by green (forest) and red
(non-forest) pixels, according to Figures 3c and 4c, corre-
sponding to training/cross-validation and cross-dataset image,

respectively.

(b) PRODES Image.

(a) Original Image. (c) Binary Image.

Fig. 3. Image used in cross-validation experiments with AL approaches.

il

(a) Original Image. (b) PRODES Image.

(c) Binary Image.

Fig. 4. Image used in cross-dataset experiments with the best AL approaches.

B. Classifiers

We have used eight different classifiers: AdaBoost (ADA)
with 50, 100 and 200 decision trees as estimators, Gradient
Boosting Classifier (GBC) with 50 regression trees as esti-
mators, k-Nearest Neighbors (kKNN) with k£ = {1,3,5,7,9},
Multi-Layer Perceptron (MLP) with one hidden layer com-
posed by 3 nodes, Gaussian Naive Bayes (GNB), Linear
Discriminant Analysis (LDA) and Random Forest (RF) with
10, 100 and 500 estimators. Remembering that the Committee
approach uses kNN with k£ = {5,7,9}, LDA and MLP. The
proposed approaches have been implemented using Python
2.7.5 and Scikit-Learn® [25].

These classifiers include a method called predict_proba(X)
which returns the probability estimates for the test data X.
These probability estimates that will be used to calculate
the confidence of each candidate sample for the Confidence
Heuristics approach.

Shttp://scikit-learn.org/stable/ (As of January 2018)

C. Baseline Approaches

Baseline approaches used the MATLAB Active Learning
Toolbox for Remote Sensing [3], which uses Support Vector
Machine (SVM) as the classifier. The heuristics Normalized
Entropy Query-by-Bagging (nEQB) [26] and Margin Sampling
(MS) [21] [27] [28] were used to define the samples to be
included in the training set. The parameters used in these
methods were the default parameters provided by the toolbox.
A random sampling was also used to compare the approaches
used in this work.

D. Experimental Setup

For the 5-fold cross-validation experiment, one fold is used
as the test set and the remaining folds as training and candidate
sets. The initial training set was composed by ten labeled
pixels (five per class) and, for each AL iteration, the samples
are ranked by the approaches detailed in III and the six most
interesting pixels/samples are introduced in the training set.
This process is repeated up to 500 iterations and compared
with the traditional supervised learning.

Taking the first experiment results, the best single clas-
sifier with the two best Confidence Heuristics, Committee
approaches and baselines are used to classify a different image
in a cross-dataset experiment. Six iteration cut-points (10, 20,
30, 40, 50, and 100) are defined and the training sets built in
those cut-points are used in the AL approaches depicted, in
order to perform the cross-dataset classification. A supervised
classification is also evaluated and compared with the results.

For the analysis of the results, the classifications for all
experiments are compared to groundtruth (PRODES) and
Cohen’s Kappa [29] and Overall Accuracy (OA) are computed.

V. RESULTS

In this work, three different analysis has been performed.
First, a comparative analysis among our proposed sampling
selection approaches (Confidence Heuristics and Commit-
tee) V-A. Second, a comparative study among the best Con-
fidence Heuristics approaches (RF-low and RF-hybrid), the
Committee approach and two well-known baseline approaches
(MS and nEQB) existing in the literature V-B. Finally, aiming
at a more realistic problem, a cross-dataset experiment is
performed and the visual results are showed V-C.

A. Effectiveness Analysis among Active Learning Approaches

In Figure 5 six different results with our proposed AL ap-
proaches are presented. As Confidence Heuristics the five best
results presented corresponding to ADA with 100 estimators,
kNN using £ = {7,9} (kKNN7 and kNN9), MLP, and RF
with 500 estimators. Furthermore, we present our Committee
(Figure 5f) using five different classifiers (KNN5, kNN7,
kNN9, LDA and MLP). It is named Committee SCB.

As we can observe, in Figure 5(a — e), almost all of
the Confidence Heuristics approaches based on low (blue
line) and hybrid (green line) confidences have achieved the
best effectiveness results than approaches based on random
(pink line) and high (beige line) confidence. In addition, our
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Fig. 5. Effectiveness results of each sampling selection approach proposed in this work. In (a)—(e) are five Confidence Heuristics approaches. In (f) is the

Committee approach (5CB).

approaches based on low and hybrid achieved similar results
to the supervised classifier, however, they used much fewer
samples to train. Our approaches used around 1200 samples
against 32.096 samples used by the supervised classifier. The
best single classifier was RF as it achieves higher Kappa, with
stability through the iterations and with both low (RF-low) and
hybrid (RF-hybrid) confidences behaving better than random.
In Figure 5(f), it is possible to note that our Committee
approach (Committee 5CB) have been better than random
approach (pink line) and also achieved similar results to
supervised classifiers using approximately 1200 samples.

B. Comparison among the Best Approaches

In this analysis, we compare our best Confidence Heuristics
approaches (RF-Low and RF-hybrid), our Committee approach
(Committee 5CB) and two well-known baselines (MS and
nEQB) existing in the literature.

As we can observe, in Figure 6, the baselines MS (green
line) and nEQB (orange line) have been better than our
proposed approaches. From our approaches RF-low presented
better result and Committee SCB and RF-hybrid start with
equivalent performance but after some iterations RF-hybrid
had similar result than RF500-Low, being Committee SCB the
worst of the approaches.
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lteration

Fig. 6. Effectiveness results among our proposed approaches and two well-
known baseline approaches.

C. Cross-Dataset Scenario

In this analysis, we compare all of the best AL ap-
proaches for a cross-dataset scenario, which each trained
approach in the previous experiment with an image predicts



another image (Figure 4) in different iteration cut-points
(10, 20, 30, 40, 50, 100).

In order to verify the robustness of the approaches, the mean
Kappa Index (arithmetic average for five training sets), the
mean OA and theirs confidence interval (CI) were computed
and presented in Tables I and II. These Tables show the Com-
mittee and RF-Low approaches achieving the best results for
most of iteration cut-points. The baseline approaches, specially
nEQB, showed smaller robustness comparing to Committee
5CB and the best Confidence Heuristic- RF-low and RF-
hybrid - since the average Kappa Index and OA presented
low values with high CI especially after cut-point 20, where
can be noticed that the CI is higher than the average values.

All evaluated approaches present better results for the initial
iteration cut-points, possibly due to better generalization with
less training samples, which promotes robustness. The baseline
approaches presented unstable results and decreased as more
samples were used in the training set. This behavior could be
explained by the grid-search tuning method to set SVM param-
eters, making it less robust, but it requires more investigation to
confirm. A supervised learning was also evaluated. RF for both
low and hybrid confidence showed similar or better results than
supervised for all cut-points; Committee SCB at the cut-point
20 also achieved similar result than supervised with much
fewer samples; SVM as classifier presented the worst results.

Table III shows the averages of Kappa Index and OA for
all cut-points presented by Tables I and II. It is possible
to notice that the proposed strategies (RF and Committee)
achieved better Kappa Index and OA than the baseline. Can be
highlighted that the classifiers present in the Committee as well
as RF are totally based in free software while the baseline uses
proprietary software. Also, the processing time of the super-
vised tests for the classifiers SVM, RF and Committee (KNN,
LDA and MLP) were measured. All executions were made in
a Intel(R) Xeon(R) CPU E5-2660 v4 @ 2.00GHz machine and
RF performed in approximately 11,8% of the total processing
time of SVM. On the other hand, the Committee performed
in 35,3% of SVM’s time, even including 5 classifiers being
executed sequentially. For parallel execution the Committee
time was even smaller, also performing in 14,1%.

Figure 7 shows pixel classification results for the cross-
dataset image using the best active learning approaches pre-
sented in this work. The images are taken for iteration cut-
point 20, which present best results for almost all of the
approaches. These images were generated by doing majority
vote among all of the classification results of the five different
training sets. The image classifications for MS and Committee
5CB approaches present similar OA and Kappa Index when
evaluated in this cut-point. However, Committee 5CB showed
lower value of confidence interval, i.e., less variation among
further iterations. Furthermore, Committee SCB showed to be
a more robust approach in the following cut-point analysis in
comparison with the baseline approaches (MS and nEQB).

VI. CONCLUSION

In this work, we presented two different active learning
approaches for Deforested Area Classification (Confidence
Heuristics and Committee). Confidence Heuristics approaches
use low, high, and hybrid confidences of single classifiers for
selecting samples, at each iteration, that will compose the
training sets. Committee approach uses the disagreement in
a set of classifiers to decide which samples should be selected
for the next iteration.

In our experiments, three analysis has been performed.
Firstly, an effectiveness analysis among our active learning
approaches showed us that the Confidence Heuristics ap-
proaches based on low and hybrid confidences have achieved
better results than sampling random and high confidence
approaches. Random Forest (RF-Low and RF-Hybrid) was the
best technique among all of the classifiers used in this work.
Also, the Committee approach also have achieved excellent
results when compared with sampling random approaches.

Secondly, a comparative study of our best approaches (RF-
low, RF-hybrid and Committee SCB) and two well-known
baseline approaches (MS and nEQB) have been performed. In
this analysis, both baselines have been better than our active
learning approaches.

Finally, in order to verify the behavior of each approach in a
real application problem, we have performed an analysis of a
cross-dataset scenario. In this analysis, each approach trained
with samples from an image and labeled samples from another
different image. Thus, we could see that our Committee SCB
and RF-low approaches have achieved excellent results for
most of iteration cut-points selected in this analysis. This fact
showed us that our approaches proved to be robust solutions
of active learning for deforested area classification task in the
cross-dataset scenario.

According to the analyzes carried out, it is concluded
that the proposed methods have advantages over the free
availability of Scikit-Learn and over the processing time of
the baseline while having similar results for cross-validation
(section V-B) and superior in the cross-dataset case (section
V-0).

VII. FUTURE WORK

For future work can be highlighted new cross-dataset ex-
periments with more images and a big amount of pixels
(more than 40 million) in order to better attest the robustness
of the methods and to better evaluate their behaviors. Also,
it is planned to study the noise data that can be found as
PRODES does not reclassify deforested areas even in case
of regeneration and the consequences of using these in the
training set.

Another study that it’s in the beginning stages is about
instead of using specialist’s classification as groundtruth, use
volunteers to classify remote sensing images. The use of lay
volunteers to gather or classify data in scientific research
is known as Citizen Science. It’s a subject area that keeps
growing due to the amount of data that can be processed in
a cheaper, faster and reliable way. With volunteers instead of



TABLE I
EFFECTIVENESS RESULTS AMONG THE BEST AL APPROACHES FOR A CROSS-DATASET SCENARIO. AVERAGE KAPPA INDEX MEANS THE ARITHMETIC
MEAN OF THE KAPPA INDEX FOR THE FIVE TRAINING SETS.

Iteration Cut-Points (Average Kappa Index + CI 95%)

Technique Supervised
10 20 30 40 50 100
Committee SCB 0,39 £0,20  0,60+0,24  0,46+0,22  0,334+0,03 0,32+0,03 0,37+0,16  0,68+0,10
MS [3], [21], [27], 28]  0,49£0,38  0,57+£0,30 0,16£0,17  0,26+0,28  0,03£0,12  0,124+0,34 0.03+0.21
nEQB [3], [26] 0,35+0,30  0,11+£0,36  0,17+£0,37  -0,064+0,26  -0,22+0,18  -0,18+0,21 i ?
RF - hybrid 0,22+0,14  0,33£0,02  0,27£0,05  0,29+£0,07  0,29£0,07 0,31£0,03 0.3040.12
RF - low 0,48+0,26  0,33£0,05 0,36+0,02  0,36+0,02  0,34+0,02  0,3540,02 ’ ’
TABLE I

EFFECTIVENESS RESULTS AMONG THE BEST AL APPROACHES FOR A CROSS-DATASET SCENARIO. AVERAGE OA MEANS THE ARITHMETIC MEAN OF THE
OA FOR THE FIVE TRAINING SETS.

Iteration Cut-Points (Average OA + CI 95%)

Technique Supervised
10 20 30 40 50 100
Committee SCB 0,70+£0,09 0,80 +0,12 0,74+0,10 0,68+0,02 0,68+0,01 0,70 £0,07  0,85+0,05
MS [3], [21], [27], [28] 0,73£0,22  0,794+0,13  0,54+0,10 0,604+0,16  0,53+0,05  0,58+0,16 0.5040.10
nEQB [3], [26] 0,68+0,15  0,554+0,20  0,57+£0,20 0,434+0,15 0,35+£0,08  0,38+0,12 ’ ’
RF - hybrid 0,62+0,07  0,68+0,01 0,65+0,03  0,66+£0,04 0,66+0,03  0,67£0,02 0.66--0.05
RF - low 0,75+0,12  0,68+0,02  0,70+0,01 0,70+0,01  0,69+0,01  0,70+0,01 ’ ’
Groundtruth Committee 5CB MS nEQB

kappa = 0.6010.24
OA = 0.80+0.12

kappa = 0.57+0.30
OA = 0.7910.13

kappa = 0.1110.36
OA = 0.5540.20

RF-hybrid

RF-Low

kappa = 0.33£0.02
OA = 0.68%+0.01

kappa = 0.33+0.05
OA = 0.68+0.02

Supervised

kappa = 0.68+0.10
OA = 0.85+0.05

Fig. 7. Pixel classification results of each compared approach using iteration cut-point 20 for the cross-dataset experiment.

TABLE III
CROSS-DATASET EXPERIMENT’S AVERAGES OF KAPPA INDEX AND OA.

Technique Average Kappa Index ~ Average OA
Committee SCB 0,41£0,10 0,7240,05
MS 0,27£0,21 0,63£0,11
nEQB 0,03£0,22 0,49+0,13
RF - hybrid 0,28+0,04 0,66+0,02
RF - low 0,37+0,06 0,70£0,02

specialists for classification of deforested areas allied to AL,
we hope to achieve a cheap and fast procedure to track defor-
estation in places where there aren’t deforestation monitoring
programs and to raise more awareness to the general public.

As deep learning [30], [31] is achieving great results in
many subject areas [32]-[34] we intend to study it joined with
semantic segmentation [35]-[37] to classify remote sensing
images, also allying it with AL and Citizen Science, which is
the major goal of our research.
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