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Abstract—This article presents two facial geometric-based
approaches for facial expression recognition using support vector
machines. The first method performed an experimental research
to identify the relevant geometric features for human point of
view and achieved 85% of recognition rate. The second experi-
ment employed the Correlation Feature Selection and achieved
96.11% of recognition rate. All experiments were carried out with
Cohn-Kanade database and the results obtained are compatible
with the state-of-the-art in this in this research area.
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I. INTRODUCTION

Human-machine interaction is a multidisciplinary area that
involves engineering, linguistic and psychology, among others.
An effective Intelligent Human Computer Interface (IHCI)
requires the machine to be able to naturally interact with the
user in a way similar to the one that humans do. During
an interpersonal communication, information is transmitted
through audio, visual and tactile levels. Among them, the vi-
sual communication is the richest form of information because
involves corporal gestures, facial expressions or a combination
of them. Thus, the recognition of facial expressions and a
better understand of human emotion is an essential task for
a rich and high level machine-user interaction.

Human emotion recognition has been investigated since a
seminal book by Charles Darwin ”The expression of the emo-
tions in man and animals”, published in 1872, Ekman [1] has
also made great contributions to the area by understanding all
displacements of the facial muscles and finding that six basic
emotions appear to be universally recognized, even in different
cultures. These basic emotions matches with distinct facial
expressions, which are: anger, disgust, fear, happiness, sadness
and surprise. Furthermore, he built a coding system called
Facial Action Coding System - FACS [2], wherewith we can
measure the facial movement through Action Units(AU). The
description of the six basic emotions plus neutral expression
is illustrated in table I.

As described in [3], the contraction of facial muscles pro-
duces changes in appearance and skin color which also can be
classified into two types: permanent and transient. Examples
of features that are part of the first group are: spatial location
of eyes, eyelids, lips and brows. Changes in its geometric
shape are taking into account for facial expression recognition.

TABLE I
BASIC FACIAL EXPRESSIONS [1]

Expression Description

Neutral All face muscles are relaxed. Eye lids are tangent to there
iris. The mouth is closed and lips in contact.

Anger
The inner eyebrows are pulled downward and together.
The eyes are wide open. The lips are pressed against each
other or opened to expose the teeth.

Disgust The eyebrows and eyelids are relaxed. The upper lip is
raised and curled, often asymmetrically.

Fear The eyebrows are raised and pulled together. The inner
eyebrows are bent upward. The eyes are tense and alert.

Happiness The eyebrows are relaxed. The mouth is open and the
mouth corners pulled back toward the ears.

Sadness The inner eyebrows are bent upward. The eyes are
slightly closed. The mouth is relaxed.

Surprise The eyebrows are raised. The upper eyelids are wide
open, he lower relaxed. The jaw is opened.

Examples of the second group are the appearance of wrinkles,
vertical and horizontal lines in forehead and paranasal sinuses,
facial furrows or any other feature that are not present when
the face is at rest, but appearing during the manifestation of
an expression.

The manifestation of the features in the transient group
varies widely among individuals. For example, a person may
have facial wrinkles around the face even with facial muscles
relaxed, the nasolabial folds may occur even with a neutral
face or wrinkles between the eyes in some individuals may not
appear. Since transient features does not occur in a similar way
in different people, using them to recognize facial expressions
may not result in a generic and person independent approach.
Thus, this work focuses only on features that belong to the
permanent group, placing them as input to calculate facial
features distances like: euclidean distance between eyes or
euclidean distance between lips and brows, here also called
as geometric-based features.

On the past twenty years, a lot has been done to try to
recognize human facial expressions [4], [5], but this task is
not yet performed by a computer with the same efficiency
as the human being. Facial expression recognition systems
can also be divided in two main categories: the ones related
with static images [6], [7] and those that work with dynamic
image sequences [8]. The main difference between them is
the coverage of the feature vector, because while the static



image-based approaches comprises only information about
the current input image, the dynamic image sequence-based
methods uses temporal information of images to recognize
expressions based on one or more frames. This work will focus
on methods based on static images and it will consider the six
basic expressions and the neutral expression.

Contributions: In this article, we present a method to
recognize facial expressions based on two feature extrac-
tion procedures: Empirical Normalized Distances and CFS
(Correlation Features Selection) [9] Attribute Selection. They
are both based on geometric attributes calculated with the
PDM’s (Point Distribution Model) [10], landmarks positions.
A support vector machine using an RBF kernel is used to
classify the two kinds of feature vectors. In this paper, all
experiments were carried out using the Cohn-Kanade (CK+)
database of static images [11].

The remainder of this paper is organized as follows. Section
II presents related studies on facial expression recognition.
Section III explains the proposed technique and in Section IV
the experiments are discussed and the results are presented.
In Section V the proposed approaches are compared with
some other state-of-the-art methods. Finally, the Section VI
concludes this study.

II. RELATED WORK

In recent years, a lot of progress has been made in this
research area. A full survey can be found in [5], [12], [13],
[14], [4].

Generally, the approaches for recognizing facial expressions
vary in how they perform feature extraction and classification.
According to Wu et al. [12], feature extraction and feature
selection methods can be divided into three categories: de-
formable features extraction methods, motion features extrac-
tion methods and statistical feature extraction methods. The
first category, which is the object of this work, aims to extract
information of facial deformation, such as: geometric defor-
mation (changes in distances between feature points caused
by the variety of expression) or texture changes (changes in
the local gray level pattern spread during a facial expression
manifestation). The second one is mainly used to extract
some feature points or feature areas motion information from
sequential expression images, such as: the movement distance
and direction of feature points. The common methods include:
feature point tracking, optical flow approaches and model
methods. The last one aims to describes the characteristics
of expression images by statistics, such as: histogram or
moments. Due to the large diversity of approaches to recognize
facial expressions, this section focuses on methods closely
related to the one proposed herein.

Saeed et al. [15] infer the facial expressions using features
based on the location of eight facial points, calculated by
a PDM technique, representing the shape and location of
three facial components (eye, eyebrow, and mouth). Then,
the authors derived six geometrical features and performed
two experiments. They achieved 83% accuracy when did not
take into account the neutral expression. When adding neutral

expression, the recognition rate dropped to 73.6% using an
SVM classifier.

Shan et al. [7] investigated the impact of image resolution
on the accuracy of the result of facial expression recognition
and concluded that methods based on geometric features do
not handle low resolution very well, while those based on
appearance, like Gabor Wavelets and LBP (Local Binary
Patterns), that are not so sensible to the image resolution.
Furthermore, the authors also performed a deep study that,
in the best scenario, they achieved an accuracy rate of 95.1%
using SVM and LBP as feature extractor. It is currently the
state-of-the-art method on the Cohn-kanade database [11].

Due to the small size of target set, SVM is quite suitable for
facial expression recognition. Hsieh et al. [16] used Adaboost
and ASM (Active Shape Model), [10], to identify human
faces and locate facial components and subsequently the
authors used Gabor filters and Laplace of Gaussian (LoG) edge
detection to propose ”semantic facial features”. Finally, SVM
were used to classify the user facial expressions into one of the
six class of expression (excludes sad expression), achieving in
average 94, 5% recognition rate on the Cohn-Kanade database.

Michel et al. [17] defined 22 features points for automatic
tracking. The motions of all the feature points from neutral
to peak expression were measured as a feature vector. Chen
et al. [18] used feature points displacements and local texture
differences between the normalized neutral and expressive face
images for recognition. The combined feature vector contains a
42 dimensional geometric feature vector and a 21 dimensional
texture feature vector. The average accuracy was 95% using
an SVM on the Cohn-Kanade database (excluding ”Contempt”
from database).

The system proposed in [19] achieved 99.7% recognition
rate with the drawback that requires the Candide grid to be
manually placed upon the facial area and moreover it requires
the manual detection of the neutral state in a video sequence,
requiring the whole video of facial expression development
from the neutral state to the fully expressive image.

III. THE GEOMETRICAL APPROACH

In this section, a geometrical based approach for facial
expressions recognition is described. An overview of the
proposed method is illustrated in Fig. 1.

The facial expression recognition system is composed of
three main phases: PDM tracker, features extraction and se-
lection and feature classification. In PDM tracker phase, the
system tracks the defined landmarks. In the next step, the
system extracts the Euclidean distances of all points and then
selects the most relevant features. Lastly, the system classifies
the expression with a basic emotion label using a support
vector machine with a RBF kernel. The remaining of this
section explains each phase on details.

A. Point Distribution Model

As a non-rigid object, the human face requires a robust
method to deal with several problems, such as: translation,



Fig. 1. Overview of the proposed method.

Fig. 2. Set of the points used to represent facial features.

rotation, scale, orientation (pose), among others. Shape and ap-
pearance changes of the facial components impose additional
difficulties to the usual image conditions like lightness and
shadow. Furthermore, we need to deal with partial occlusion
of the face on the presence of non-structural components
such as beard, mustache, hat, glasses and others. The Point
Distribution Model (PDM) tries to model a deformable shape
of an object. In this approach, the shape is described with
a set of n points or landmarks, obtained through a database
containing examples of the different shapes that the object
can be observed, ordinarily manually marked. These set of
points can represent the internal and external features of an
object, for example, it can represent the facial contours and
internal elements of a human face like eye, mouth, nose, lips,
eyebrows. In this paper, it was used a set of 66 landmarks
that are enough to describe the movement of all the facial
permanent features, suggested from MUCT Database [20]. The
arrangement of the used points can be seen in Fig. 2.

As purposed by Cootes et al.[10], the statistical properties
of the shape are observed to study its the variation modes
and to apply global restrictions in order to prevent the gen-
eration of invalid forms. They proposed the Active Shape
Models - ASM, one type of PDM, which initially aligns the
shapes described by landmarks on a database by applying the
Procrustes alignment algorithm [21] and then builds a linear
shape model of the object by applying a Principal Component
Analise - PCA. This means that the shape s can be expressed
as a base shape s0 plus a linear combination of m shape
variations si, illustrated in equation (1), where the coefficients
p = (p1, ..., pm)T are the shape parameters. Furthermore, the

authors also proposed to extract each landmark pattern, in this
case based on the gray levels, by searching the neighborhood
of the current landmark position estimation before appling the
global shape restrictions obtained through PCA.

s = s0 +

m∑
i=1

pisi (1)

Over the past decade, several different PDM based ap-
proaches were proposed to improve the model fit to a target
image like Active Appearance Models - AAM [22] and the
Constrained Local Models - CLM [23].

Active Appearance Models - AAM: In addition to the
linear shape model, the AAM approach builds an 2D trian-
gulated mesh appearance model within the base mesh s0. Let
s0 also denote the set of pixels u = (u, v)T that lie inside
the base mesh s0. The appearance of the AAM is then an
image A(u) defined over the pixels u ∈ s0. Therefore, the
appearance A(u) can be expressed as a base appearance A0(u)
plus a linear combination of l appearance images Ai(u), as
expressed in equation (2), where the coefficients λi are the
appearance parameters. The base (mean) appearance A0 and
appearance images Ai are usually computed by applying PCA
to the (shape normalized) training images.

A(u) = A0(u) +

l∑
i=1

λiAi(u) (2)

Thus, to generate a model instance with shape parameters p
and appearance parameters λi we warp the appearance A from
the base mesh s0 onto the model shape mesh s. In particular,
the pair of meshes s0 and s defines a piecewise affine warp
from s0 to s denoted W (u; p). More details can be seen in
[22].

Constrained Local Model - CLM: The CLM is quite sim-
ilar to the AAM approach. The only difference between them
is that instead of considering all textures over the whole face,
the CLM approach consider the texture information around
each landmark. In this case, the approach uses an ensemble of
local detectors to determine s. All of these methods have the
following two goals: the first one is to perform an exhaustive
local search for each PDM landmark around their current
estimate using some kind of feature detector; the second goal
is to optimize the PDM parameters in a way that the landmarks
detection responses are jointly maximized. More details can
be seen in [23].



B. Feature Extraction and Selection

With the shape of the face described in a set of points,
that represents the facial geometry, we have to select the
features that maximize the decision boundary between classes
when the distances between landmarks changes, by identifying
important attributes which enhance the performance of the
classifier and eliminates irrelevant attributes.

The feature selection techniques can be classified in dif-
ferent ways, one of which relates to their tie with induction
algorithm that ultimately learns from the reduced data. To eval-
uate the quality and the performance of a subset of attributes,
three approaches are commonly used: Built-in, Filter-based
and Wrapper-based.

In the first case, the selection of the subset is built-in or
integrated with induction algorithms, like decision trees. The
filter based approach operates independently of any induction
algorithm, unnecessary attributes are filtered out of the data
before induction takes place. The techniques on this group,
for example, verifies the correlation between the attributes and
are usually faster than the latter group. The wrapper based ap-
proach argues that the bias of a particular induction algorithm
should be taken into account when selecting features. Thus,
for each possible subset, the induction algorithm is consulted
and the subset that has the highest reduction of the error rate
is selected in general.

In this work, to achieve the better subset of features,
firstly all Euclidean Distances D between the landmarks that
describes the shape of the human face (illustrated in Fig. 2)
have been calculated through equation (3). Since we have
66 landmarks, we found

(
66
2

)
= 2145 distances. To reduce

the dependence of different face sizes, scale and translation
variations, every point Pi is normalized with equation (4)
where Dn is a normalization coefficient calculate through the
Euclidean Distance D between the left corner of the right eye
and the right corner of the left eye, Eq. (5). This distance was
selected because it remains unchanged during deformation of
the facial muscles.

D(Pı, P) = ‖Pınormalized
− Pnormalized

‖2 (3)

Pınormalized
= Pı/Dn (4)

Dn = D(P42, P39) (5)

In this work, two features selection approaches were used.
The first was based on a human point of view obtained through
an empirical experiment and reveals promising results. The
second uses the Correlation Features Selection - CFS. Both
belongs to the group of filter-based approaches. These two
proposed features selection methods are described in details
in section IV.

C. Feature Classification

We used a Support Vector Machine, a well-know linear
binary classifier, and formulated the facial expression recog-
nition task as a multiclass learning process, where one class
was assigned to each expression. Since we have a linear binary
classification task with training data xi(i = 1, ..., N), having
corresponding classes yi = ±1, the decision function can be
formulated as equation (6), where wTx + b = 0 denotes
a separating hyperplane, b is the bias and w, called weight
vector, is ortogonal to the separating hyperplane. The values
(w, b) can be obtained by solving a constrained optimization
problem, where (7) is minimized subject to the constraints in
(8).

g(x) = sign(wTx + b) (6)

J(w) =
1

2
‖w‖2 (7)

yi(w
Txi + b) ≥ 1, ∀i (8)

Originally SVM is formulated as a linear classifier. In
order to deal with non linear problems, a kernel function
must be applied to obtain an effective classification. Here, we
employed LIBSVM [24] with RBF (Radial Basis Function)
kernel.

IV. EXPERIMENTS

This study employed the Extended Cohn-kanade (Ck+)
database [11] to verify the facial expression classification
performance. This database is one of the most comprehensive
in the current facial expression research community, facili-
tating the comparison of this work with others. It comprises
327 image sequences of university students (18-30 years old)
including the universal emotions described in table I and the
contempt expression (disregarded in this work). Each sequence
begins with a neutral expression and ends with the target facial
expression. In this work, in every image sequence, to enhance
the amount of samples of each emotion, the first (when
considering the neutral expression) and the last 3 images of the
sequences were selected to train and test the SVM classifier in
a 10-fold cross-validation approach. Furthermore, in this work,
we consider both 6-class expression recognition and 7-class
expression recognition by including the neutral expression.

As presented by some authors [17], [7], [25], geometric
features-based methods provide similar or better performance
than appearance-based approaches in facial expression recog-
nition. However, the geometric feature-based methods usu-
ally requires accurate and reliable facial feature detection
and tracking, directly impacting on recognition performance.
Therefore, in this work, all experiments were carried out using
two PDMs. The first is an AAM provided with the database,
which is expected to have a better performance than others
PDMs because is person-dependent, that is, the PDM model
that was trained specifically for the Cohn-kanade database
samples. The last one is a Constrained Local Model - CLM



[23], a type of PDM, trained using annotated data from the
MUCT Database [20] with multiple identities, expressions,
lighting conditions and other sources of variability. Thus,
the results obtained through this more generic or person-
independent face alignment is expected to be less accurate
than the first since it is not specialized on the database.
The implementation of the CLM used in this article was the
proposed by Saragih [23].

Fig. 3. Examples of images used in an experimental research that aims to
identify the human perception of important landmarks for facial expression
classification.

Empirical Normalized Distances Approach: To identify
which distances should be used in the feature classification
step, initially, an experimental research was performed asking
a group of ten people to look at the Cohn-Kanade database
images containing only the data of the landmarks correspond-
ing to people images expressing a basic emotion. Examples of
images used in this research can be seen in Fig. 3. Empirically,
when participants hit the expression shown, it was asked to
inform which characteristics were taken into consideration to
arrive at their conclusions. The purpose of this study was to
identify, from a human point of view, which landmarks or
distances between them are taken into consideration to classify
facial expressions.

Based on the experiment described above and in the method
proposed by Soyel [26], we propose seven geometric-features
that are described in table II. Here, every obtained distance
is also normalized with the equation (3). In this approach,
to reduce measurement problems, when possible, we take
into account the symmetrical properties of the human face
by adding the equivalent distance and then we consider the
average value of the distances.

Using a person-dependent model of a PDM to the 6-class
problem, this approach obtains 99.67% of recognition rate.
However, when the quality of the feature detection fall down
while using a person-independent PDM, the recognition rate
decays to 89.75%. The obtained confusion matrix using the
empirical normalized distances to the 6-class recognition is
shown in table III.

Despite the high recognition rate obtained in 6-class prob-
lem, on the 7-class problem the recognition rate with the
person-dependent facial alignment decays to 96.27%. Hence,
the recognition rate using a person-independent model decays

TABLE II
THE SELECTED EMPIRICAL NORMALIZED DISTANCES USED IN THE FIRST

EXPERIMENT.

Distance Name Description
Eye Opening Dreal(P37,P41)+Dreal(P38,P40)

2

Eyebrow Height Dreal(P20,P38)+Dreal(P18,P37)
2

Eyebrow Distance Dreal(P21, P22)

Mouth Height Dreal(P60,P65)+Dreal(P61,P64)+Dreal(P62,P63)
3

Mouth Width Dreal(P54, P48)
Chin Height Dreal(P30, P8)
Lip Stretching Dreal(P36, P48)

TABLE III
CONFUSION MATRIX USING THE EMPIRICAL DISTANCES APPROACH. FOR
EACH EXPRESSION, THE FIRST LINE PRESENTS THE RESULTS OBTAINED

WITH A PERSON-DEPENDENT PDM AND THE SECOND ONE WAS OBTAINED
WITH A PERSON-INDEPENDENT PDM.

In/Out Anger Disgust Fear Happy Sadness Surprise
Anger 100% 0.00% 0.00% 0.00% 0.00% 0.00%

85.19% 9.63% 0.00% 2.22% 0.74% 2.22%
Disgust 0.00% 100% 0.00% 0.00% 0.00% 0.00%

3.39% 89.27% 0.00% 6.21% 0.56% 0.56%
Fear 0.00% 0.00% 96.00% 0.00% 0.00% 4.00%

1.33% 0% 88.00% 6.67% 4.00% 0.00%
Happy 0.00% 0.00% 0.00% 100% 0.00% 0.00%

2.42% 4.83% 1.93% 87.92% 0.00% 2.90%
Sadness 0.00% 0.00% 0.00% 0.00% 100% 0.00%

2.38% 1.19% 5.95% 0.00% 85.71% 4.76%
Surprise 0.00% 0.00% 0.00% 0.00% 0.00% 100%

1.61% 0.00% 0.80% 0.80% 0.80% 95.98%

to 85.03%. The obtained confusion matrix using the empirical
normalized distances adding the neutral expression is pre-
sented in table IV, which shows that the recognition of the
additional expression causes a strong impact on the recognition
rate especially in anger, fear and sadness expressions, suffering
considerable confusion using this approach.

Although the adopted approach of using the first (in 7-class
experiment) and the three latest images of the sequences pro-
vided by Cohn-Kanade [11] to increase the number of samples,

TABLE IV
CONFUSION MATRIX ADDING NEUTRAL EXPRESSION RECOGNITION TO

THE THE EMPIRICAL DISTANCES APPROACH. FOR EACH EXPRESSION, THE
FIRST LINE PRESENTS THE RESULTS OBTAINED WITH A

PERSON-DEPENDENT PDM AND THE SECOND ONE WAS OBTAINED WITH A
PERSON-INDEPENDENT PDM.

Neutral Anger Disgust Fear Happy Sad. Surp.
Neut. 94.82% 0.97% 1.29% 0.00% 0.00% 1.62% 1.29%

84.79% 2.91% 2.59% 1.29% 0.97% 2.91% 4.53%
Ang. 1.48% 98.52% 0.00% 0.00% 0.00% 0.00% 0.00%

25.93% 71.85% 1.48% 0.00% 0.00% 0.00% 0.74%
Disg. 4.52% 0.00% 95.48% 0.00% 0.00% 0.00% 0.00%

5.08% 2.82% 89.27% 0.00% 2.26% 0.00% 0.56%
Fear 4.00% 0.00% 0.00% 96.00% 0.00% 4.16% 0.00%

24.00% 0.00% 0.00% 73.33% 1.33% 1.33% 0.00%
Hap. 0.00% 0.00% 0.00% 0.00% 100% 0.00% 0.00%

3.86% 0.00% 1.93% 1.45% 92.75% 0.00% 0.00%
Sad. 0.00% 0.00% 0.00% 0.00% 0.00% 100% 0.00%

34.72% 2.38% 1.19% 0.00% 0% 59.52% 2.38%
Surp. 6.83% 0.00% 0.00% 0.00% 0.00% 0.00% 93.17%

4.42% 0.40% 0.00% 0.00% 0.00% 0.00% 95.18%



TABLE V
RECALL, PRECISION AND F-MEASURE FOR 6-CLASS EMPIRICAL

DISTANCES APPROACH. FIRST LINE OF EACH EXPRESSION PRESENTS
RESULTS WITH PERSON-DEPENDENT FACIAL ALIGNMENT AND THE

SECOND ONE WITH THE PERSON-INDEPENDENT APPROACH.

Expression Recall Precision F-Measure
Anger 100% 100% 1.00

85.18% 86.46% 0.8582
Disgust 100% 100% 1.00

89.26% 86.81% 0.8802
Fear 96.00% 100% 0.9795

88.00% 85.71% 0.8684
Happy 100% 100% 1.00

87.92% 89.65% 0.8878
Sadness 100% 100% 1.00

85.71% 91.13% 0.8834
Surprise 100% 98.80% 0.9940

95.98% 94.46% 0.9521

TABLE VI
RECALL, PRECISION AND F-MEASURE FOR 7-CLASS EMPIRICAL

DISTANCES APPROACH. FIRST LINE OF EACH EXPRESSION PRESENTS
RESULTS WITH PERSON-DEPENDENT FACIAL ALIGNMENT AND THE

SECOND ONE WITH PERSON-INDEPENDENT APPROACH.

Expression Recall Precision F-Measure
Neutral 94.82% 90.71% 0.9272

84.78 70.43% 0.7694
Anger 98.51% 97.79% 0.9815

71.85% 85.08% 0.7791
Disgust 95.48% 97.68% 0.9657

89.26% 91.32% 0.9028
Fear 96.00% 100% 0.9795

73.33% 88.70% 0.8029
Happy 100% 100% 1.00

92.75% 96.00% 0.9434
Sadness 100% 94.28% 0.9710

59.52% 83.33% 0.6944
Surprise 93.17% 98.30% 0.9567

95.18% 92.94% 0.9404

the number of instances of each class was unbalanced, favoring
neutral expression, which biases the classifier and affects its
performance for the classes with lower recall rate as sadness,
anger and fear. Therefore, for a better analysis of the results,
in tables V and VI are illustrated the recall, precision and
f-measure rates for the 6-class and the 7-class experiments
respectively.

CFS Attribute Selection Approach: Despite the good
results of the previous experiment using a person-dependent
model, the recognition rate for the generic model drops signif-
icantly. Thus, we tried to apply a formalized feature selection
approach.

Like the majority of feature selection approaches, Correla-
tion Features Selection - CFS uses a search algorithm along
with a function to evaluate the merit of the feature subset.
The heuristic by which CFS measures the goodness of feature
subset takes into account the usefulness of individual features
for predicting the class label along with the level of inter-
correlation among them. The hypothesis on which the heuristic
is based can be stated: A good feature subset is one that
contains features highly correlated with (predictive of) the
class, yet uncorrelated with (not predictive of) each other [9].

TABLE VII
CONFUSION MATRIX OBTAINED USING THE FEATURES SELECTED BY

CORRELATION FEATURES SELECTION. FOR EACH EXPRESSION, THE FIRST
LINE PRESENTS RESULTS OBTAINED WITH A PERSON-DEPENDENT PDM
AND THE SECOND ONE WAS OBTAINED WITH A PERSON-INDEPENDENT

PDM.

In/Out Anger Disgust Fear Happy Sadness Surprise
Anger 100% 0.00% 0.00% 0.00% 0.00% 0.00%

93.33% 2.22% 0.00% 0.74% 0.00% 3.70%
Disgust 0.00% 100% 0.00% 0.00% 0.00% 0.00%

1.13% 89.27% 0.00% 7.91% 0.00% 1.69%
Fear 0.00% 0.00% 96.00% 0.00% 0.00% 4.00%

2.67% 0.00% 94.67% 0% 0.00% 2.67%
Happy 0.00% 0.00% 0.00% 100% 0.00% 0.00%

0.48% 3.86% 0.48% 93.72% 0.48% 0.97%
Sadness 0.00% 0.00% 0.00% 0.00% 100% 0.00%

0.00% 0.00% 1.19% 1.19% 96.43% 1.19%
Surprise 0.00% 0.00% 0.00% 0.00% 0.00% 100%

0.80% 0.40% 0.40% 0.40% 0.80% 97.19%

The equation (9) formalizes this heuristic.

Gs =
kr̄ci√

k + k(k − 1)r̄ii
(9)

Equation (9) is, in fact, Pearson’s correlation coefficient,
where all variables have been standardized. The numerator
can be thought of as giving an indication of how predictive
of the class a group of features are; the denominator of how
much redundancy there is among them. The heuristic goodness
measure should filter out irrelevant features as they will be
poor predictors of the class. Redundant features should be
ignored as they will be highly correlated with one or more
of the other features.

After the extraction of the 2145 Euclidean distances, the
CFS algorithm was run and selected 44 features which
achieves a better performance than the previous experiment. In
fact, using a person-dependent model of a PDM this approach
also obtained 99.67% of recognition rate. However, when the
quality of the feature detection fall down while using a person-
independent PDM, the recognition rate decay to 94.06%,
improving the results of the previous method. The confusion
matrix using the CFS distances is described in table VII.

In addition to detecting the six basic expressions, this
method also recognize the neutral expression. Nonetheless,
the recognition rate obtained with the person-dependent de-
cays to 97.97%. Hence, the recognition rate using a person-
independent model decays to 96.11%. The obtained confusion
matrix using the CFS distances adding the neutral expression
is shown in table VIII.

As explained in the previous experiment, the tables IX and
X illustrate the recall, precision and f-measure rates for the 6-
class and the 7-class experiments for CFS attribute selection
distances respectively.

V. COMPARISON AND DISCUSSION

Although the CFS Attribute Selection method achieved bet-
ter results than the Empirical Normalized Distances approach,
the second one has the advantage that the considered distances
are already defined whereas the other has to evaluate the



TABLE VIII
CONFUSION MATRIX ADDING NEUTRAL EXPRESSION RECOGNITION TO

THE FEATURES SELECTED BY CORRELATION FEATURES SELECTION
APPROACH. FOR EACH EXPRESSION, THE FIRST LINE PRESENTS THE

RESULTS OBTAINED WITH A PERSON-DEPENDENT PDM AND THE SECOND
ONE WAS OBTAINED WITH A PERSON-INDEPENDENT PDM.

Neutral Anger Disgust Fear Happy Sadness Surprise
Neut. 97.09% 0.32% 0.97% 0.00% 0.00% 0.32% 1.29%

92.23% 0.32% 0.97% 0.65% 0.00% 1.29% 4.53%
Ang. 0.00% 100% 0.00% 0.00% 0.00% 0.00% 0.00%

0.00% 100% 0.00% 0.00% 0.00% 0.00% 0.00%
Disg. 1.69% 0.00% 98.31% 0.00% 0.00% 0.00% 0.00%

0.56% 0.56% 98.31% 0.00% 0.00% 0.00% 0.56%
Fear 4.00% 0.00% 0.00% 96.00% 0.00% 0.00% 0.00%

5.33% 0.00% 0.00% 90.67% 0.00% 0.00% 4.00%
Hap. 0.00% 0.00% 0.00% 0.00% 100% 0.00% 0.00%

0.00% 0.00% 0.00% 0.00% 98.55% 0% 1.45%
Sad. 2.38% 0.00% 0.00% 0.00% 0.00% 97.62% 0.00%

3.57% 0.00% 0.00% 0.00% 0.00% 94.05% 2.38%
Surp. 3.21% 0.00% 0.00% 0.00% 0.00% 0.00% 96.79%

2.41% 0.0% 0.00% 0.00% 0.00% 0.00% 97.59%

TABLE IX
RECALL, PRECISION AND F-MEASURE FOR 6-CLASS CFS SELECTION
ATTRIBUTES APPROACH. FIRST LINE OF EACH EXPRESSION PRESENTS
RESULTS WITH PERSON-DEPENDENT FACIAL ALIGNMENT AND SECOND

ONE WITH PERSON-INDEPENDENT APPROACH.

Expression Recall Precision F-Measure
Anger 100% 100% 1.00

93.33% 94.73% 0.9402
Disgust 100% 100% 1.00

89.26% 92.94% 0.9106
Fear 96.00% 100% 0.9795

94.66% 95.94% 0.9530
Happy 100% 100% 1.00

93.71% 91.94% 0.9282
Sadness 100% 100% 1.00

96.42% 96.42% 0.9642
Surprise 100% 98.8% 0.9940

97.18% 94.90% 0.9603

database to obtain the feature vector. The Fig. 4 illustrates the
distances considered by the Empirical Normalized Distances
approach ((a)) and the CFS Attribute Selection approach ((b))
applied on the Cohn-Kanade database.

The Cohn-Kanade facial expression database for facial
expression recognition has attracted the attention of numerous
research groups. Some recent work using geometric-based

(a) Empirical Normalized Distances (b) CFS distances

Fig. 4. Considered distances in the two proposed approaches.

TABLE X
RECALL, PRECISION AND F-MEASURE FOR 7-CLASS CFS SELECTION
ATTRIBUTES APPROACH. FIRST LINE OF EACH EXPRESSION PRESENTS

RESULTS WITH PERSON-DEPENDENT FACIAL ALIGNMENT AND THE
SECOND ONE WITH PERSON-INDEPENDENT APPROACH.

Expression Recall Precision F-Measure
Neutral 97.08% 94.93% 0.9600

92.23 95.31% 0.9375
Anger 100% 99.26% 0.9963

100% 98.54% 0.9926
Disgust 98.30% 98.30% 0.9830

98.30% 98.30% 0.9030
Fear 96.00% 100% 0.9795

90.66% 97.14% 0.9379
Happy 100% 100% 1.00

98.55% 100% 0.9927
Sadness 97.61% 98.79% 0.982

94.04% 95.18% 0.9461
Surprise 96.78% 98.36% 0.9757

97.50% 91.35% 0.9436

features, static images and SVM are summarized in Table
XI. As we can observe, the recognition rate achieved by the
proposed methods matches the best accuracy founded. Here,
we list of some investigative papers closely related to the one
introduced in this article.

TABLE XI
PERFORMANCE COMPARISON OF THE PROPOSED CFS SELECTED

ATTRIBUTES APPROACH USING A PERSON-INDEPENDENT PDM MODEL
WITH THE STATE-OF-THE-ART METHODS THAT RECOGNIZE BASIC

EMOTIONAL EXPRESSIONS FROM STATIC IMAGES USING COHN-KANADE
DATABASE AND GEOMETRIC FEATURES.

Method Year N-Class Accuracy
Hsieh et al. [16] 2015 *6-class 94.7%
Hsu et al. [27] 2014 7-class 89.6%
Lajevardi and Hussain [28] 2012 7-class 91.9%
Xiao et al. [29] 2011 6-class 96.57%
Zhang et al. [30] 2011 6-class 94.48%
***Kotsia et al. [19] 2007 6-class 99.7
Chen et al. [18] 2012 **7-class 95%
Tsai et al. [31] 2010 7-class 98.59%
Barlett et al. [32] 2005 7-class 90.9%
Saeed et al. [15] 2014 6-class 83.01%

2014 7-class 73.06%
Shan et al. [7] 2009 7-class 91.40%

6-class 95.10%
Proposed Empirical Distances Method 2016 7-class 85.03%

6-class 89.75%
Proposed CFS Attribute Selection
Method 2016 7-class 96.11%

6-class 94.60%
*The Sadness expression was not considered.
**The Contempt expression was considered and Neutral was disregarded.
***Method is not fully automatic, requiring manual labeling.

Despite our best results were obtained using the person-
dependent facial alignment, in this section, every comparison
with another works were made when testing it with the person-
independent approach, because it is more suitable for real
world cases. We achieved 96.11% accuracy rate using 44
attributes selected from the CFS feature selection and SVM
with RBK kernel form feature classification, and 85% of
recognition rate using empirical geometric distances using



also an SVM classifier. So far, the system in [19] has shown
superior performance, and has achieved a 99.7% recognition
rate. In their method, the landmark initialization was a manual
process, and the number of landmarks were also larger than
the number the one in the proposed method. But, on the other
hand, the proposed method is fully automatic. To improve the
performance of their system, Hsieh et al. [16] have included
some appearances features and they did not consider the
Sadness expression. Chen et al. [18] also achieved good results
but the neutral expression was not considered. For other listed
works excepted Tsai et al. [31], Xiao et al. [29] and Shan et
al. [7] our CFS-based method outperforms, demonstrating the
contribution of this work.

An interesting fact is that the CFS Attribute Selection
method achieves greater results on 7-class problem than in
6-class problem for person- independent face alignment. This
may have occurred because the CFS selection was applied
considering the neutral expression which is not considered
in this case. Thus, another subset of features could be more
appropriate for the 6-class problem.

VI. CONCLUSION

In this paper, we introduced two geometric-based techniques
for facial expression recognition. The results on the Cohn-
kanade database showed that both produced relevant scores,
which are comparable with the current state-of-the-art of the
research area.

In future work, others machine learning algorithms could be
evaluated and we are particularly confident on the adequacy
of CNN (Convolutional Neural Network) in this area. We are
also motivated to perform further experiments using different
databases and verify the performance of the method in a wider
scenario.
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