Automated Classification of Masses on Mammography
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Abstract. A scheme for identification of breast cancer as benign or malignant based on pattern
recognition is presented. A database for use by the mammographic image analysis research community has
been establish (http://www.caa.uff.br/~aconci/mam/framex1.htm). From these images, fifty-two cases with
undoubted diagnostic have been used as input pattern for feature extraction and classification training . After
extensive experimentation a set of features is extracted using shape and contour characterization. Two classes
of classifier are used: discriminant functions and nearest neighbor classifier. We implemented an automatic
computer diagnosis system that performs analysis capable of correct classification (with zero rate of false-
positive and false-negative) on all tested cases until now. The original contributions of this work are: its
project using a database, that expands with easiness whenever a new image with proven diagnosis be
introduced in the bank, and the two used forms of classifiers that result in five independent approaches for
evaluation of the mammography.
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borders (Liu--Delp,1997). That is the x-ray image can
1 Introduction presents very different sizes and grades of definition (De
Paredes, 1989). Computer aided algorithms concentrate
Mammograms can depict most of the significant changegainly on enhancement of mammograms to radiologist
of breast tissue. The primary clinical signs of cancer afgnguh—Silva,1997 ; Chang—Laine,1997 ; Crestana et
masses or tumors. The presence of spicular lesions g9r 11992). Many works consists of feature extraction
more diffuse stellate appearance in mammogram masséfowed by classification ( Lorey et al. (1995), Méndez et
characterizes malignant breast cancer (Kopans, 1989). TAI§1996), Wodds--Bowyers, 1996). In this paper, we
medical diagnosis by mammogram is based on thegfesent a scheme to classifications of lesions in
identification (Tavassoly, 1992). Therefore, in th@nammograms based on pattern discriminant functions and
development of computer algorithms to aid in theearest neighbor classifier. In the next section, we
diagnosis these patterns can also be used on tungescribe the databases used for pattern identification and
identification as benign or malignant cases. Unfortunatelyhe classification approach. Then we present experimental
they are very difficult to include on automated imageesults and conclusions.
analysis algorithms. A stellate tumor has an irregular
shape with borders radiating spicules that may extent from
few millimeters to many centimeters in size (Jiang et. ak, Diagnostic Approach
1997). Moreover, breast tissue around the masses may
vary from grease to dense, the former presents tumdks project to establish a database for use by the
with well-defined border, and the latter represents poortpmammographic image analysis community is a
contrasted gray-level regions and images with ill-definecbllaborative effort involving the Antonio Pedro
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University Hospital-HUAP, the Radiology Department of onfig. 3): E=23 B, whered B represents the edge
the Faculty of Medicine, the postgraduate course on pixels of the nodule.

Computer Application and Automation-CAA (Medica ) i i ) i
Images Research Program) of the Federal Fluminense The nodule greg (rmddle images on fig. 3) is defined
University—UFF and the IRSA-Institute of Radiology S.A. @S 4 =2 2 jB(ij) where,

The prim_ary purpose of the database is t_o facilitat_e B(ij) = 1if G (ij)> g

research in the development of computer algorithms to aid

in screening and diagnosis. Secondary purpose of the and B (ij) =0if G (ij)< g,

database may include teaching or training aids. The o , ) ] )
database contains cases collected along 3 decades by Prof.Considering the area’s centroid, , j, ), where i, =

A. D. Vianna. All images have been made available by mig/ A gn_d Jjo=my /4. The(p, ‘1), ce.ntral moment
IRSA and can be seen at http://www.caa.uff.bri~aconci Of B (iJ)is defined asm,, =3 Yi -i)p (-jo q.
/mam/framex1.htm . Each case includes breast image with Th_e sec;ond order central mo'ments Bi(i)), defines
diagnostic information from expert radiologists of the its inertial tensor of order two:

Department of Radiology. Both benign and malignant
cases are included. From these 52 original images from
different patients of proven diagnostic (all these have had
either a biopsy proven or at least 3 years of subsequent
follow-up without change) were identified by expert This tensor has 2 invariant, its trace and its
radiologists as the most representative cases and haeterminant. The former is the polar moment of inertia
been used to train the algorithm. These 52 images of tamund the centroid:/; = my, + my,. The eccentricity is
internal system database are composed of 27 benign caales an invariantl, = (mz - mg)2 + 4my;? . The thirty

and 25 malignant cases and have been used for featofder central moments & (i,j), defines a tensor of order
extraction and pattern classifier (fig. 1). three. This tensor presents several invariant. In this work
we have used:

My My

my Mgy

I = (m3g - 3mp)° + (3moy - myy)°

Og, s feature vertar 2 2

s % > :% L, Iy = (m3g + mp)” + (my + my3)

é’ 2 « | S diaanosis . .

g digitizer B £ 4. For classification accuracy of small and large tumors,

5 Q £ we divide each feature by area powdisA ;1,/4 7
Database L, /A% I; /4%, andl, /4.

identifies the feature vector into one of the two classes:

. . nignant-B or malignant-M. Th ision ndar
All images on the database (used to train th%)e gnantB o alignant e decision boundary

algorithm) are scanned on 8-bits per pixel (256 gray—leveFtweer.] t_he class_es IS expresseq by dlscr|m|nant'fgnct|ons
nd minimum distance classifier. In the minimum

as figure 2 shows). Features are extracted within a certain - . .
neighborhood. In this work a surface of 200x200 pixel |stancg classifier, we use all penlgnant and malignant
are analyzed (figure 3). If G(i,j) represents its gray-lev fnages in the databasg. We QeC|de a new feature yector to
(from 0 to 255) for each pixel (i), then the mosto€ in class B (or M) if its distance to B (or M) is the
important gray-level is the thresholding between thElINiMum. For _epr|C|tIy specifying the discriminant
nodule gray-level,g, , and the gray-level of its functions, we first haye been made great numbe.r'of
neighborhood. This has to be defined by histogragnalyses and experiments to specify the decision
identification (Hussain, 1991). The parameters used &undaries. This learning procedure show us that the two
classification combine 6 features: the nodule boundagjasses are separable by a plane in the 3-dimensional
length, the nodule area, its inertial tensor of order two @pace defined by the featurBs, 7, /4> and 1, /4’. Then
features) and three (2 features). These features #he classification is realized using threshold logic (Li et
extracted from the following parameters of the digitizedl.,1997). Therefore, all these decision rules have been
image, G(i,)): used in the implementation, which block diagram is

1. The number of pixels on the tumor edge (top imagd4ustrated in figure 1.
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3 Experiments and Conclusions

The following figure 2 and 3 illustrated the two first steps
of the program. The above mentioned 52 selected images
of the training process are not used for performance
evaluation. Experiments are done with completely
different mammograms from Nijmegen Database
(HTTP://www.mammography/Nijmegen). The images of
this public database were scanned at a resolution of 50pum
x50um and 8-bits deep. All forty (40) Nijmegen
mammograms were tested: seven (7) are benign cases (
images 1,2,7,8,9,10 and 14 are benign cases) and thirty-
three (33) are malignant cases. Each new image to be
classified is compared with all benign (27 images) and
malignant (25) images of the system database on the same
time. These 40 tested images have been correctly
classified with zero false-negative rate and zero false
positives rate. That is the recognition rate for tumors with
spicules was 100% on low-density breast. Subsequent
extension of these databases and agorithm will include
microcalcifications and surrounding dense regions (Byng
et a.,1997).
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Fig 2 — Orpinal image o the database
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Fig 3 — Regions to be investigated on a

mammogram (left). Benign tumor, its

area and contour (center). Stellate
malignant tumor, its area and contour

(right).




