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Abstract.

This paper describes some preliminary results of our ongoing project on digital mirror interfaces.

Regular mirrors reflect ambient light from the scene towards the observer. Digital mirrors capture the ambient light
with a camera, extract information about the scene, and display appropriate information to the user, combining
real-time computer vision systems with realistic computer graphics. We describe the works on both ends, image
processing from the camera, and image output to a computer screen. The computer vision routines developed so
far are basically for human face detection, tracking and 3D head pose estimation. The main computer graphics
routines are able to render a 3D head model in real-time. We are starting to integrate both ends, and coding very

simple behaviors to the virtual head.

1 Introduction

Different than regular mirrors, digital mirrors can change
the image of the scene reflected on the mirror, but leaving
most of the scene, or at least part of it, looking the same.
How to segment objects from the input video stream, how
to process the segmented objects (deleting them from the
scene, modifying them, or substituting them for other ob-
jects) and how to realistically render the new scene are the
main challenges of this project. Our initial goal is to process
faces, before extending the system to more general objects.

There are several examples of interactive graphic sys-
tems based on computer vision in the literature used for var-
ious applications such as virtual and augmented reality en-
vironments, avatars, virtual trainers, and other interactive
virtual agents. The general approach is to extract informa-
tion about the scene using computer vision, and use this
information to update a scene model to be rendered using
computer graphics. We describe a few systems that detect
and track human faces, which is the basis of our current
digital mirror.

Some examples of systems that are able to find and
track faces in video streams are described in [21, 16, 2, 4].
Yang and Waibel [21] use color information to track face re-
gions and have done rigorous studies to validate the chosen
color space for human face detection [20]. Oliver et al.[16]
present a 2D real-time single person lip and face tracker
that uses color information to detect and track the face can-
didates. Birchfield [2] uses the interior color and boundary
gradient of an elliptical region to control a camera to follow
a single subject as it moves in a room, and La Cascia and
Sclaroff [4] have developed a 3D head tracking technique
that is robust to varying illumination conditions. In their
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technique, the head is modeled as a texture mapped cylin-
der, and the tracking is formulated as an image registration
problem in the cylinder’s texture map image.

More interactive systems capable of not only tracking
a face but recognizing its pose and/or gestures are presented
in[1,3,5,7, 11, 15, 18). Azarbayejani et al.[1] presents a
system to manipulate a virtual reality clone using heuris-
tic filters to track feature templates. Heinzmann and Zelin-
sky [11] and Morimoto et al.[15] describe a face tracking
systems for head gesture recognition which can be used in
human-computer interfaces. Bradski [3] uses a robust non-
parametric statistical technique to track flesh tone regions
in 3D, and Toyama [18] integrates color, intensity templates
and dark features on the face to estimate the full 3D pose of
a single head and uses this information to control the cur-
sor in a computer interface.. Colmenarez et al.[5] describe
a real-time face feature tracking based on an information-
based maximum discrimination learning technique.

Of all these systems, the one that most resembles our
project was developed by Darrel et al.[7], because the de-
tected faces are not simply displayed, but processed to com-
bine various graphical effects, and only on the face region.
They extract range data using special stereo vision hard-
ware and combine color information to segment the close
skin tone regions. Then a neural network-based static face
description is used to detect faces. The complete system
uses several processors and its cost is a barrier to many ap-
plications. But the face detector and tracker is very robust
due to the integration of all these techniques.

The approach described in this paper is a much lower-
cost solution, but yet real-time and robust. The next section
introduces the digital mirror project, describing the vision,
graphics, and behavior modules. Section 3 demonstrate re-
sults of the current system prototype, and Section 4 con-
cludes this paper.



2 Digital Mirror

A digital mirror is composed of several computer vision and
computer graphics routines. Figure 1 shows the block dia-
gram of our digital mirror interface.

The scene is captured by a camera and processed by
the digital mirror to produce an appropriate reflection on
the computer monitor. Since we are only processing face
objects, the faces are detected, tracked, and their poses es-
timated. The Behavior Module would record the past his-
tory of each face’s motion to recognize gestures and ex-
pressions, which might be used to trigger different mirror
behaviors (an interactive mirror). Depending on the user’s
state and the current mirror behavior, the internal face mod-
els are updated, and rendered. Next we describe these mod-
ules in detail.

2.1 Computer Vision Modules

The computer vision modules are responsible to detect and
track faces and facial features, and to estimate the head’s
pose and position. So far we have developed and integrated
the face detection and tracking algorithms.

Most solutions proposed for detecting faces are based
on templates and other geometrical constraints [10, 22] as
well as artificial neural networks [17], color histograms {9,
16, 21], or fusion of several modes or cues {2, 6, 8]. We
have used active IR lighting to detect pupils and group them
into faces, as described in [13]. We briefly describe the
system next.

Pupils candidates can be robustly detected using the
bright pupil effect described in detail in {14]. Grouping of
pupil candidates into faces can be done using simple heuris-
tic rules, such as temporal and spatial consistency, i.e., they
blink at the same time, they move together according to the
same rigid motion of the head, etc.

Spatial cues are formed by static properties of the eye
such as position, size, and aspect ratio, but can also include
color of the iris, skin tone surrounding the eyes, etc. Eyes
from the same face are likely to appear in horizontal lines
and have approximately the same size. Other constraints
are imposed based on the expected size of a face, which
is estimated from the properties of the camera (size of the
sensor and lens) and the illuminators.

All these rules help grouping the pupil candidates into
pairs. A simple consistency check can be implemented due
to the fact that the imaginary line segment connecting the
eyes of a face cannot cross the inter-eye lines from other
detect faces. Once multiple faces are detected, the most
salient one is used to initialize the face tracker.

Since the pupil candidates are lost during blinking,
a robust tracker must rely on other tracking modes. Our
tracker relies on two operation modes. The first mode uses
the information from the multi-face detector, and the second
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is a feature correlation tracker that uses the sum of absolute
differences (SAD) as the object function to be minimized.
To ensure stability of this process, two zero order recur-
sive estimators are used to combine the information from
both modes, similar to [6]). The state of the tracked face
is represented by its size and position, which are treated
independently by the two recursive estimators (one for the
position and another for the dimensions of the face box). A
state of each recursive estimator is defined by a two param-
eter vector (the position (x,y) of the center of the face, and
the width and height (w,h) of the face box). Each vector is
accompanied by a covariance.

Movements of the subject’s face is unpredictable, but
assuming the frame rate is much faster than the rigid head
motion, the predicted state vector can be considered to be
the last updated estimate

X=X 1)
and the predicted covariance matrix is
¢ =€+ (AW @)

where the uncertainty in position and size grows quadrati-
cally with the time interval At between the observation and
the last estimation, and W captures the precision loss of
each component, and depends on the properties of the un-
derlying process.

New face observations (Y, C) are used to update the
state of the estimators as follows:
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The covariance matrix C is an estimation of the error of the
estimated state vector X. The face detected closest to the
estimated position, and within certain error boundaries, is
used to update the state.

It is not possible to get observations from the multi-
ple face detector for every frame because of blinking and
failures in the grouping process. When no face is detected,
or no face closer than a certain threshold in size and posi-
tion to the predicted face is detected, the SAD correlation
tracker is called to determine the 2D translation of the face
last used as measurement. The translated face is then used
as the new measurement to updated the position estimator.

The SAD correlation tracker determines the transla-
tion (i,j) of the feature point F;_,(z,y) to its correspond-
ing tracked point Fy(z + ¢,y + j) in the current frame F;
by minimizing the SAD(i,j) function within a search neigh-
borhood defined by the region of support around the feature
being tracked.

The SAD correlation tracker uses a small region of
support and search window around the left pupil, so that
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Figure 1: Block diagram of the digital mirror architecture.

it can loose track very easily. To avoid tracking of non-face
objects, if the SAD correlation tracker gets called consecu-
tively for more than a certain number of frames, without a
face being detected within the predicted region by the mul-
tiple face detector, the process is re-initialized with the next
most salient face. A surprisingly robust tracker is obtained
from the combination of the SAD correlation tracker with
the multiple face detector using the recursive estimators,
given that neither mode could robustly operate by itself, and
one mode has to rely on the other to compensate each others
weaknesses.

2.2 Computer Graphics Modules

Computer graphics techniques are used to model and render
the faces and facial expressions. In order to achieve realism,
we use a muscle-based facial model [12].

There are basically two techniques to represent faces
in computer graphics, the first is based on interpolation mod-
els, and the second on physics based modeling. The inter-
polation model is the most common and faster technique
used for graphic animation. This method consists of cre-
ating a library of polyhedric images with different expres-
sions (anger, surprise, fear, happiness, etc.), generating other
intermediate expressions among these, moving the vertices
of the polygons along a straight line segment determined
by corresponding vertices in different images. So, an in-
finite number of images can be generated by changing the
proportion of the images in the library.

However, this method only allows for facial expres-
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sions that belong to the expression library. In order to get
good results it is necessary to this library to be big enough,
although the generated image set hardly gets near the pos-
sible expression range of a human face.

Physics-based modeling consists of simulating the way
human faces accomplish local deformations, i.e., through
the use of facial muscles. Although this method is slower
than the interpolation method, due to larger amount of cal-
culation to determine the movement of the vertexes of the
polygons, it is more convenient to our purposes because this
can reach the whole range of human facial expressions. The
physics-based modeling also allow for a more compact fa-
cial expression representation because it does not require
reference images, it only need to store a muscle state vector
that correspond to the muscular contractions that result in
that particular expression.

We started with the DECFace model {19], which source
code is publicly available, and made several modifications
to increase its realism. The DECFace only models the fa-
cial muscles, and we have incorporated eye balls, a lower
jaw, and teeth. The code is very efficient and heavily based
on OpenGL routines, what is appropriate for real-time ap-
plications such as digital mirrors.

2.3 Behavioral Model

The behavior model determines what the reflected face does.
We have not yet implemented the texture mapping routines
to display a virtual head similar to the user’s face (virtual
mirror), nor the 3D head pose estimation routines to al-



low the reflections to behave exactly like the user’s face.
But we have started the integration to test for real-time per-
formance, with very simple behaviors, describe in the next
section.

3 Experimental Results

We first show results from the multiple face tracker, and
the muscle-based face model later. Figure 2 shows an ex-
ample result of the multi-face detection and tracking algo-
rithm. Detection works very well for distances of up to 3
meters from the camera for most subjects tested, which is
appropriate for an interactive digital mirror application, but
further experiments will have to be conducted to determine
the factors which contribute to this variance.

Observe that the person closest to the camera has two
boxes, one around the face and a second around the left eye,
which represents the search window used by the SAD cor-
relation tracker. Figure 2a clearly shows the bright pupils
caused by the active IR lighting scheme, and Figure 2b
shows a regular dark pupil image with the detected face
boxes superimposed. Figure 2c shows the detected pupils
within the detected face boxes.

(@

(b)

Figure 3: (a) A face from the original DECFace program.
(b) Wireframe representation of the face. (c) Shows a mus-
cle contraction.
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Figure 3a shows an image from the original DECFace
program, and Figure 3b, its corresponding wireframe rep-
resentation, showing the polygons that constitute that face.
Figure 3c shows the face after a muscle contraction. Ob-
serve that in this model the mouth does not open, and the
eye sockets are empty.

We have extended the model to include an lower jaw,
teeth, and eyeballs, hardcoded a few basic facial expres-
sions that can be seen in Figure 4. We have integrated the
face tracking algorithm with the face rendering algorithm to
simulate eye contact between the reflected face and the user.
The 2D position of the user’s face in the image is used to
control the vergence of the eyes and some neck rotation in
the reflected image, so that the user has the feeling that the
virtual head is always looking back at the user. The whole
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system is current running on a Pentium III 933MHz with
Windows 2000, and is able to track multiple faces and ren-
der a realistic face in real-time (over 20 frames per second).

(a)

(b) (©)

Figure 4: A few expressions using the extended facial
model. (a) Anger. (b) Surprise. (c) Sadness.

4 Conclusion

We have presented the current status of our ongoing project
on interactive digital mirrors. Different than regular mir-
rors, digital mirrors can change the image of the scene re-
flected on the mirror, but leaving most of the scene, or at
least part of it, looking the same. We have used a robust
multiple face detector and tracker based on active IR il-
fumination, and developed a physics based face model to
generate realistic graphics output, and tested the integration
of both modules using an eye-contact application, that ran-
domly changes facial expressions.

We are currently implementing a pose estimation al-
gorithm, and studying ways to perform robust facial feature
tracking, in order recognize head gestures and facial ex-
pressions. Once that is accomplished, a complete digital
mirror will be implemented, and also with more complex
behaviors, such as acting as a mirror most of the time, but
showing fear when the user shows an "ugly” face, or other
expression after a particular gesture from the user.
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Figure 2: (a) Observe the bright pupils caused by the active IR illuminators, and (b) the detected faces. (c) Shows the detected
pupils with the corresponding face boxes. The face with two boxes in (b) is the most salient one. The small box surrounds
the feature (eye) to be tracked.
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