Morphological Operators for Segmentation of Color Sequences
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Abstract. This paper presents a technique for the segmentation of moving objects in color image sequences. The
technique is based on Beucher-Meyer paradigm, with markers detected by a morphological operator designed by
computational learning (or, equivalently, statistical optimization.) Objects in some frames of the video are marked
manually and used to train the markers detector. Then, the operator designed is used to mark the objects in the
other frames and the paradigm is applied to all frames marked by the detector. Two real world examples illustrate

the application of the proposed technique.

1 Introduction

A digital video is an ordered sequence of digital images,
called frames. The order is defined by the instant the frame
was taken, for instance: frame 1 is the image taken at the
instant tp, frame 2 is the image taken at instant ¢y + At,
frame 3 is taken at ¢y + 2At¢, and so on.

This paper presents an extension of a technique used to
segment moving objects in grayscale image sequences [1],
for color image sequences. The approach for this problem
is based on Beucher-Meyer paradigm, with the markers de-
tector for the moving objects designed by computational
learning (or, equivalently, statistical optimization.)

Beucher-Meyer paradigm is one of the most power-
ful known techniques for image segmentation. The strong
quality of this strategy is changing problems of edges de-
tection into problems of marker’s detection (i.e., finding
a small connected component inside the object to be seg-
mented), that usually is much simpler. The detected mark-
ers are used as reference for filtering the gradient of the in-
put image and, finally, the watershed gives the exact (with-
out blur) edges of the objects desired.

In spite of the evolution due to the paradigm, still per-
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sists the problem of having a systematic approach to de-
sign operators to detect markers. An alternative is to design
these operators by computational learning [2].

The proposed technique consists of designing an oper-
ator that perform tracking of objects (or, equivalently, de-
tect markers) by training it with some few frames of the
sequence and applying the designed operator to the other
frames. Having marked the objects in all frames, Beucher-
Meyer paradigm is applied for detecting their edges.

A condition for applying this technique is that the train-
ing frames be statistically similar to the other frames where
the objects appear. When a set of frames with different sta-
tistical characteristics appear in the sequence, due to changes
in image illumination, resolution, camera position, etc., a
new training is necessary before processing the next frames.

There are two advances to the work with grayscale im-
ages: (a) the extension of the operator’s design to color
images, which is done by using the information from a
window in each color band of the image and applying the
usual design for this larger window (the concatenation of
the color band windows); (b) the application of the segmen-
tation paradigm to color images, which is done by using a



color gradient which enhances the edges of color images
but whose result is a grayscale image, where the paradigm
is usually applied. )

Following this Introduction, Section 2 introduces the
operators for color image classification, Section 3 presents
a new color image gradient, Section 4 reviews Beucher-
Meyer paradigm, Section § describes the methodology, Sec-
tion 6 shows the application of the proposed technigue on
real world images. Finally, Section 7 gives some conclu-
sions and future steps of this research.

The sequences are composed by color images and they
cannot be shown here appropriately. The color results of
the described experiments are available in our web site:
http://www.vision.ime.usp.br/demos.

2 Color Image Operators for Classification

The main concepts to be introduced in this section are the
basis of the methodology for finding markers for color im-
age objects. These concepts are an extension of the con-
cepts used for finding markers for graylevel image objects
explored in a previous paper [1].

Let Ly, Ls. ..., Ly, be totally ordered complete lat-
tices (also called chains) [3). For instance: a subset of Z,
or a closed subset of R are chains. Let L be the Carte-
sian product of L1, Ly ..., L, ie,l € L <= | =
(l1,127. ..,lm), L,eLl;i= {1, ,m}

Let E be a non empty set that is an Abelian group with
respect to a binary operation denoted by +. A mapping
f from E to L, f(Z) = (fl(z)a f2(z)v e 7fm(z>)a fi :
E — L; and z € E, is called a multivalued or multispectral
image. The mappings f; are called bands of the image. A
color image is an example of a multivalued function where
L = Ly x Ly x L3 is the representation of the colors under
a certain color model [4]. From now on, let Ly, Lo and L3
be three generic chains and L be their Cartesian product.

Let Fun[E, L] and Fun[E, M] denote the set of all
mappings from E to L and, respectively, from E to M.
A Color Image Operator for Classification is an operator
from Fun[E, L] to Fun[E, M1, where M is a chain. This
operator is useful to label color objects and it will be called
by simplicity markers detector.

LetW = {Wy,W,, W3}, where W; C E,i = {1,2,3}.
For any color image f, the restriction of f to W is a color
image window f /W givenby, forany z € W, (f/W)(z) =
(fi/W1(2), f/Wa(2), f3/W3(2)) = (f1(2), f2(2), f3(2))-
Forany f € Fun[E,L] and z € E, the translation of f by
z is the function f; given by, for any z € E, f,(z) =
f(z = ) = (fi(z - z), fa(z — ), f3(z — 7).

The restriction class of f to W, denoted Fy /w, is the
family of images whose restriction to W gives f/W, that
is, Fyyw = {9 € Fun[E,L]: f/W = g/W}.

A color image operator ¥ is called spatially locally
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defined in the window W if and only if (iff), for any f €
Fun[E,L)andz € E, ¥(f)(z) = ¥(9)(z).Vg € Fs__;w.
An image operator ¥ is called spatially translation invari-
ant iff, for any z € E, ¥(f,) = ¥(f).. An operator that is
both spatially locally defined in W and spatially translation
invariant is called a W-operator.

A characteristic function is a mapping from Fun[W, L}
to M. An important property of a W-operator is that it can
be characterized uniquely by a characteristic function, that
is, there exists a bijection between the set of W-operators
and the set of characteristic functions {5, 6]. The char-
acterization of a W-operator ¥ by its characteristic func-
tion ¢ is given by, for any f € Fun[E,L]and z € E,
V(f)(2) = $(f—o/W).

The statistical design of color image operators for clas-
sification from image realizations requires estimation of the
characteristic function from sample image data (pairs of ob-
served and ideal images) and their representation in an ef-
ficient computational form. The statistical design of these
operators and their computational representation are very
similar to the design of aperture filters which has been treated
in a previous paper [7]. The main differences are: W oper-
ators are used instead of aperture operators, i.e., the range
restriction is not used; a window is used for each band and
this information is concatenated in the RGB order to form
a pattern that will be used to design and apply the operator.

3 Gradient Operators for Color Images

An important step in morphological segmentation is to find
a way to differentiate a pixel from its neighbors based on
their grayscales or colors. For grayscale images the Mor-
phological Gradient does the job. The problem is more
difficult for color images. Even though L can be seen as
a complete lattice, the imposed order relation between its
elements does not reflect well the perception of the human
eye. Besides that, the supremum and infimum of two col-
ors I3 and I (11,02 € L) may be neither [} nor 3, as in the
graylevel range. The alternative solution to this problem is
to find a suitable color space and metric to define a color
gradient. In this section, we present a family of gradients
and discuss its applicability.

Color processing systems require suitable information
representation. Usually, this representation is given by a
color space, modeled by a coordinate system, where each
subspace is related to some color characteristic. Such color
space is called color model. One point in a given color
model is the unique representation of a color.

There are several color models [8] used in digital im-
age processing. Two of the known models are the RGB
(Red, Green and Blue) and the THS (Intensity, Hue and Sat-
uration) systems.

The RGB system is a cube defined as a Cartesian sys-



tem. This cube is defined by three subspaces related to one
of the three primary colors (red, green and blue) and the
pure representation of these colors are located in three cor-
ners of the cube. The other corners represent the inverse
colors cyan, magenta and yellow, plus the white and black.

The IHS system is defined by a coordinate transforma-
tion of the RGB system [8]. This color space is composed
by three attributes: Intensity (holds the luminosity informa-
tion), Hue (describes uniquely a color in its pure form; for
example, the red color without any information from other
attributes) and Saturation (measures the amount of white
light mixed with pure colors). :

We introduce now a color gradient computation tech-
nique which consists of, following the conversion of the
original RGB image into IHS, computing a gradient for
each color attribute and making a linear combination of
them to obtain the gradient. The technique proposed here
has the advantage of enhancement of some desired charac-
teristics; for example, it is possible to enhance the satura-
tion information and ignore the hue one.

Let f be a color image in the IHS color model, i.e.,
f€ Fun[E,L},where ECZxZandL =K x 0O x K,
where K = [0,1,2,3,...,k — 1] and © = [0, 359] are the
color components of the IHS color space.

Definition 3.1 Given g € Fun|E, K|, the morphological
gradient of g, V g(g), is given by:

Va(g) =ép(g) —eB(9), ()

where §p and €p are, respectively, the morphological di-
lation and erosion [9, 3], and B C E is the structuring
element.

Since intensity and saturation are represented by functions
in Fun[E, K|, their gradients can be computed by Vpg.
However, it is not the hue case, whose representation is
given by a function h € Fun[E, ©]. In order to compute a
gradient for hue, it is necessary to define a metric function
for it.

Let ||#; — 02| be the distance between 8 e 65, 81,62 €
O, given by:

H91 — 02]' = [min {|01 e 92| ,360 — |91 - 92|}J .

where |p| means the floor of the value p[10].

The metric introduced above provides values in the
range [0, 180]. In order to compute the proposed gradient,
these values will be normalized to K. Let mg : [0,180] —
[0, k — 1] be the normalization function.

@)

Definition 3.2 Given an image h € Fun[E, ©), the angu-
lar gradient Vg (h), Vo : Fun[E,0] - Fun[E,K), is
given by, forall x € E,
Ve (h) (z) = mx(maxe (B, ~(z}) ([ (2) =k (@)l]}
~ming,e(p,{z}3 {Ilh(z) = h (Zz')ll}é-
)
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Figure 1: Color gradient. (a) color stripes. (b)
color gradient. (c) Enhancing saturation (d) In-
tensity gradient. .

where B is a structuring element centered at the origin of
E.

Let p14, up and p. be three integer numbers. The following
gradient is defined as a linear combination of the morpho-
logical gradients for I and S with the angular gradient for
H. The coefficients of the linear combination are used to
enhance or to obscure the peaks of a gradient image.

Definition 3.3 Given f € Fun|E, L}in the IHS color model,
the color gradient, V(f), V : Fun[E, L] - Fun|E, 2], is
defined by:

V(f) = 1V (fi) + mVe(f2) + pVe(f3),

where f1, fo and f3 represents the color bands.

%)

The color gradient introduced above is called sum of weighted
gradients, because each gradient is scaled in order to im-
prove or decrease the weight in the sum. Figure 1 shows
an application of this gradient. Fig. la is the known color
stripes image. Figure 1b is computed assigning the same
weight to each band (1, = up = p. = 1). Figure 1c
shows the result of increasing the weight assigned to the
saturation (pg = pp = 1, u. = 10). Figure 1d shows the
result of considering only the intensity information (p, =
1,up = pe = 0). The gradient images are inverted for a
better presentation.

4 Beucher-Meyer Paradigm

Image segmentation in the context of Mathematical Mor-
phology is usually done by a powerful segmentation method,
called Beucher-Meyer paradigm [11]. This method simpli-
fies the segmentation process reducing the problem of seg-



menting objects directly, to the problem of finding markers
for specified objects [12].

Finding the borders of the objects one wants to seg-
ment using the operator watershed [13, 14, 15] is the base
of the paradigm. A previous preprocessing using connected
filters {16] (which do not deform the borders) is usual to
prepare the image in order to be segmented. This prepa-
ration is useful to eliminate the borders of the objects we
are not interested in, and also the borders that appear due to
noise in the image.

Borders of colored objects are discontinuities between
neighbor pixels in the color space. These borders can be
detected using the color gradient presented above. As the
graylevel gradient, they are also very sensitive to noise in
the image, i.e., they enhance the transitions due to the bor-
ders of the objects and also the transitions due to noise. The
consequence is that the result of the watershed operator to
the gradient image is usually over-segmented [15, 12, 1].
The solution is already classical: to eliminate the borders
one does not want by applying an operator that changes the
homotopy [9] of the gradient function [11, 12, 1]. After the
application of the homotopy change operator on the gradi-
ent image, the watershed operator finds only the borders of
the objects one wants to segment.

Although the paradigm reduces the problem complex-
ity, finding markers can still be hard. Usually, it is heuristi-
cally done.

The proposed alternative to heuristic design of oper-
ators to find markers is a method based on computational
learning, as discussed in Section 2. One gives pairs of train-
ing images (color and labeled frame) to the system and it
will design an operator that should be applied to statisti-
cally similar color images.

5 Segmentation of Image Sequences

The methodology applied for the automatic design of mor-
phological operators for motion segmentation is simple. Its
main steps are (Fig. 2 shows a block diagram of the main
steps):

- To train an operator, ¥, giving some pairs of images { f;, ¢},
where f; is the ith frame of the sequence and g; is the cor-
responding marker image. Those images should reflect the
different statistical situations in which the objects of interest
appear, hence, the indexes ¢ do not need to form a sequence
with uniform step like { fi, g;}, { fi+1, gi+1}, etc. Since one
is usually interested on a particular object (or objects) of
the image, it is natural that the operator does not need to be
trained using the whole image but just some neighborhood
of the object(s) of interest. This is done by a mask m; that
will be given to the system together with the training pair
{fi, 9:}. The mask will restrict the domain where the train-
ing samples will be observed to the area inside the mask.
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frame i in
frame i+1

Figure 3: Restriction mask

Figure 3 shows an object in the ¢th frame f; and a possible
mask m; used to restrict the learning for the pair {f;, g;}.
The radius of the circle that forms the mask is based on a
parameter given by the user that reflects the speed of the
object in the sequence.

- To apply the operator, the user gives the location of the
object in the first frame manually and a parameter related
to the speed of the objects in the séquence. The application
of the operator is also restricted to a mask but this time the
mask m;4; is built from the result of the segmentation of
the ith frame f; plus the speed parameter given by the user
(for instance, a dilation by a disk with diameter larger than
AS = VAT). Figure 3 shows an object in the i + 1 frame
and the respective application mask built from the informa-
tion of the object segmented in the ith frame.

- To filter the image produced by . This filter is necessary



to eliminate the markers of low statistical confidence (usu-
ally isolated points or small flat zones, i.e., regions whose
pixels are connected and have the same color). This filter
is a composition of a connected filter and a pruning opera-
tor [16, 1]. The connected filter is usually parameterized by
a structuring element B (to define the connectivity) and its
function is to reduce the number of flat zones. The con-
nected filters used in our methodology eliminate the flat
zones of area less than a value a specified by the user. This
process of eliminating a small flat zone is done by assign-
ing the color of the largest nearest neighbor flat zone to i,
or just assigning a standard color to this flat zone. The value
a specifies to the system the minimum size of the connected
objects that can be considered as a marker, i.e., the system
will eliminate the markers smaller than a. The pruning is
necessary because the markers resulting after the filtering
may cross the borders of the objects.

- To apply Beucher-Meyer paradigm using the homotopy
and the watershed operators.

6 Experimental Results

The methodology proposed is applied to two color image
sequences. In the first one, we track and segment one bil-
liard ball among seven other ones. In the second one, we
segment a pair of hands moving over a cork board.

6.1 Billiard Balls

Our goal in the Billiard Balls sequence is to segment the
red ball through the sequence. Figure 4a shows an example
of these frames. There are eight balls running through the
scene, and each of them has a distinct color. Some of the
problems found with this sequence are: luminosity varia-
tion in the scene, camera misfocus in the end of sequence,
and a large amount of information due to the statistical rich-
ness of the domain of color image sequences.

In order to obtain a good generalization when design-
ing the markers detector, the statistical domain of the se-
quence is reduced by applying connected filters. This filter-
ing reduces not only the number of flat zones in the image,
but also reduces the number of colors observed. The used
connected filter is a composition of an area opening and
area closing to each color band of the image, followed by
an operator which merges flat zones whose area are below a
threshold. Figure 4b presents the result of this filter applied
to Figure 4a.

Two sequences are used to apply our methodology: the
original and the filtered ones. Ten pairs of images {{ f1, 91},
.., {f10,910}} are used to train the detector. The obser-
vation set {f; : 1 =1,2,...,10} is taken from the filtered
image in order to cover the whole scene; and the elements
of the ideal set {g; : 1 = 1,2, ..., 10} contain the labels as-
signed to each ball. A one point window is used to train the
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Figure 4: Billiard Ball sequence. (a) Frame of
Billiard Balls sequence. (b) Filtered frame. (c)
Markers.

operator to track the red ball. It could have been trained to
track any other ball in the sequence.

The tracking step is started with the imposition of the
red ball in the first frame, i.e., the ball is manually seg-
mented. In the next steps, the detector is applied to each
frame, restricted to a mask given by the dilation of the red
ball segmented in the last frame. The result of the detection
is the assignment of labels to each ball inside this mask.
The marker assigned to the red ball is filtered by a con-
nected filter to suppress the misclassified results. Finally
the marker is eroded by a small disk to fit into the desired
object. The external marker is obtained dilating the result of
the detector and taking its external border. Figure 4c shows
the markers used to segment the red ball in Fig. 4a. Finally,
the Beucher-Meyer paradigm is applied. Figure 5 shows
the watershed line composed with the red ball. The hue in-
formation played the main role in the gradient computation
since the balls appearing in the scene have distinct colors,
but the weighting of the saturation information is important



Figure 5: Ball segmiented.

to fix details. Figure 6 shows the red ball tracked through 6
consecutive frames. The left column shows a piece of the
scene and the right one the watershed lines.

6.2 Moving Hands

The Moving Hands sequence shows a pair of hands moving
over a cork board. This sequence is composed by 60 frames
in RGB. There is an example of these frames in Fig. 7a. Our
goal is to segment both hands. This problem is more diffi-
cult than the previous one because: there are two objects
to track; each hand is composed of various parts to be seg-
mented, such as the nails and the ring in the right hand.

The strategy of statistical domain reduction by using a
connected filter to improve the quality of the designed de-
tector is used. The simplified sequence is provided by appli-
cation of area opening, followed by area closing (Fig. 7b).
This filtered sequence is used to apply the markers detector
and to compute the gradient. Ten pairs of images are sep-
arated to design the operator. The observation set is com-
posed by frames taken from the simplified sequence while
its respective ideal is composed by binary images, assigning
value 1 to the hands and O to the background.

The segmentation of the first pair is supplied manu-
ally. In the next frames, the markers to the hands are ob-
tained via application of the markers detector and filtering
its result. This filtering is done by applying a morphological
operator composed by connected filters (to eliminate small
flat zones) and a thinning operator (to fit the marker into
the hands). The external markers are computed dilating the
result of the detector. Both internal and external markers
are shown in 8a. The color gradient is computed ignoring
the hue information and enhancing the intensity and satura-
tion information. Found the markers, the color gradient, the
homotopy change and the watershed operator are applied.
Figure 8b shows the result of watershed operator composed
with the hand.

Figure 9 presents the result of the methodology ap-
plied to a selection of a few consecutive frames. The left
column shows a piece of the scene and the right one shows
the corresponding watershed lines.
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Figure 6: Ball tracked through the sequence.




Figure 7: (a) Frame of Moving Hands sequence.

(b) Filtered frame.

(a)

(b)

Figure 8: Results in Moving Hands. (a) Mark-

ers. (b) Watershed Line.
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Figure 9: Hands segmented through the scene.




7 Conclusion

This paper extends the design of morphological operators
for grayscale sequences [1] in two ways: (i)- it shows how
the automatic design of operators can be extended to color
images by using the information of the windows for each
color band; (ii)- it presents a way to segment color im-
ages by Beucher-Meyer paradigm via a color gradient in
the IHS color space. The experimental results are outstand-
ing, even when compared to other known techniques we
implemented [17, 18, 19, 20]. All the frames have been
segmented with very few errors. In the future, we plan to
improve the methodology by introducing: a color distance
function that reflects better the intuitive notion of color dis-
tance; a movement continuity model to avoid the apparent
flickering of the borders from frame to frame.
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