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Abstract. We present in this paper a technique for customization of geometric models of animals based on
pictures. The object to be customized is divided into a set of hierarchically related local coordinate systems which
allow for independent transformations of different body parts. A picture of the desired result is used as a visual
aid to drive the customization process. We show the results of applying this technique to customize a generic
three-dimensional horse model to 3 different horse breeds.

1 Introduction

The process of building complex geometric models such as
animals and humans is still highly dependent upon artis-
tic abilities of skilled designers. For this reason commer-
cially available models, such as the ones made by View-
point (www . viewpoint . com), are expensive and too ge-
neric for specific applications.

On the other hand, the need for customized models
arise in many applications. Commercial customization is
available but building a custom model is even more expen-
sive than building a generic one. By customization we mean
the process of creating a model according to the user’s spec-
ification.

In this paper we propose a technique to help the user
customize a pre-existent generic geometric model to fit its
particular needs. The process of customization is driven by
pictures representing the final desired shape of the models.
The process is semi-automatic since a full automatic solu- i
tion for this problem, based on pictures, is highly complex. E

Our solution incrementally modifies the generic 3D
model, until it resembles the one in the picture using lo-
cal transformations. It should be pointed out, however, that
the range of possible customizations is limited by factors
explained later. Therefore the proposed technique is good
for “fast” and coarse customizations. In our case a solution
is possible because we assume that the image represents
an animal of the same species as the 3D model. Figure 1
illustrates a result of our system. The three horses were
all generated from the same generic horse mode! (shown in

().

(a) Original Horse Model

2 Previous Work (b) Three different horse breeds

The main goal of our research is the controlled transforma-

tion of a single shape or model. The techniques for this task ~ Figure 1: Three different horse models generated with our
are usually referred to as deformation of geometric shapes, system

considering that the final result is a deviation of the origi-
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nal. Many modelling tasks usually have this same goal, but
the emphasis is on the process of building the final object
only, and not on the transformation process itself.

The technique we will use here to customize polygonal
models will be similar to the feature-based 2D morphing
techniques, for instance as described by Beyer and Neely
(1]. The main differences are that we are operating in 3D,
that we only have one object that is to be transformed, and
that we want the set of features to be organized in a structure
that will allow for arbitrary scaling and rotation of parts of
the model. Therefore we review here the techniques gener-
ically known as morphing between two objects.

These techniques input two objects and generate a set
of intermediate ones such that the sequence conveys the
idea that the first object was transformed into the second.
Basic references go as far back as Burtnyk [2] and Reeves
[11] and these techniques are referred to as morphing, meta-
morphosis, key-framing, and in-betweening. For a poly-
hedral representation the morphing problem is reduced to
finding for a given point in the first object the correspond-
ing point in the second one. Different approaches then only
differ on how to achieve this correspondence. In the ap-
proach by Hong et al. [5] for example, more than one face
in the source object can be mapped to the same face in the
target object and faces can degenerate into points. The ap-
proach taken by Kent, Carlson and Parent [8, 7] is to use an
intermediate object to establish the correspondence, usu-
ally a sphere. Their solution first positions the objects to
be transformed in the center of a canonical sphere and their
vertices are projected towards the sphere. This creates two
sets of projected vertices, one set from each original object.
The algorithm then maps back in the objects the vertices
which were not originally there. This creates the necessary
correspondence. Chen presented an approach that morphs
two objects by morphing their 2D parametric descriptions
[3]. The main drawback of the technique is the conversion
to parametric representation from a polygonal one. A solu-
tion proposed by Lazarus and Verroust [9] explores the idea
of features to compute a morph between 2 poliedra. In their
work the features are defined as a 3D coordinate system in-
side each object (the same as a skeleton for the objects).
A sampling process on these skeletons is used to discretize
the objects and provides a parametrization for the same. A
morph between the two objects is built by interpolating be-
tween the 2 parametrizations.

There are other solutions for the shape transformation
problem when the objects are represented by volumetric
data. Hughes [6], for example, transforms the data into the
frequency domain and the low frequencies from the source
object are interpolated into the low frequencies of the tar-
get one. Finally, Lerios et al. [10] have extended the idea
of 2D features from Beier and Neely [1] to 3D volumetric
represented objects. A set of features defining fields of in-
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fluence for the source and target objects is defined and the
morphing process uses these features to warp voxels from
the source object into the target one.

3 Transformation of 3D Models

Since our solution is an improvement over the technique
presented by Walter and Fournier [13] we briefly review it
here. In that work they presented a technique to transfer
growth data to polygonal models of animals. For each sec-
tion of the body that will be transformed independently, a
cylindrical coordinate system is attached to it. The cylinder
is positioned so that it encloses that part of the body it con-
trols. These cylinders are predefined by the user, and are
designed so that they segment the object into coarse groups
of geometry that represent the object in a higher structured
level. For each cylinder it is also defined a pair of fea-
tures which indirectly control the cylinder’s scale. Once
this structure of cylinders and features is in place, the user
can modify any body part by acting on the features. In the
case of growth simulation the features are normally cho-
sen so that they correspond to the available or obtainable
growth data.

The cylinders are part of a classical modelling hierar-
chy. Figure 2 shows an example of the 18 cylinders defined
for a horse’s model. Figure 3 shows the features associated
with the same model. Each feature is a length measurement
between two specific points on the body.

Figure 2: The 18 local coordinate systems defined for a
horse model

The main difference between a normal transformation
hierarchy and the one used for controlled transformation is
that since the growth data available is generally expressed



in absolute terms, only translation and rotation are inherited
from the ancestors in the growing hierarchy, but the scaling
is local and in absolute terms. Each cylinder A has its own
canonical coordinate system, and an associated matrix to
transform to the world coordinate system:

Mwea=TweaRweaGweal

where Tw . 4 is a translation matrix, Ry . 4 is a rotation
matrix and G'w .4 is a scaling matrix, the growth matrix.
The growth matrix is given by:

Ly 0 0 0
|1 0 R4 0 O
Ga=1 9 o Rs O
0 0 0 1

where R4 and L4 are the world radius and length of the
cylinder, which can be easily derived from such measure-
ments as the length and girth of features of the real animal
or its pictures (see for instance Table 1 with measurements
for a quarter horse taken from Cunningham [4]).

Sample data for quarter horse (inches)
Age Length from Diameter of Length of Width
(months) | elbow to ground | cannon bone hind leg of head
0 25.0 1.43 18.1 5.6
12 33.1 2.19 22.8 7.8
24 35.9 2.39 23.0 8.6
36 35.1 2.39 23.2 8.9
48 349 242 23.1 9.1
60 35.8 2.51 23.3 8.8

Table 1: Some measurements for a quarter horse.

Figure 3: Features defined for the horse model

The operation to transform a point Pp in feature B
(associated with a cylinder B) to a point P4 in the coordi-
nate system of its parent feature A (associated with cylinder

A)is:
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Py =[TacpG ' RacpGE|Ps

where:

Tac = [MacwTweBTacwMwal

One then applies these transformations to convert to
the coordinate system of the ancestor of A, until the root is
reached, at which point we have the point in world coordi-
nate system. The growth process then consists in applying
these transformations to each needed vertex for each time
at which we have measures for the feature. The growth data
can be interpolated between time using any suitable inter-
polating formula.

To guarantee continuity as the shape changes, and to
achieve a degree of smoothness in the resulting surface, the
cylinders have to overlap, and therefore one has to decide
how to weight the influence of the cylinders on a vertex
which belongs to more than one. The solution proposed
uses a weight inversely proportional to the distance from
the vertex to the axis of the cylinder.

It is important to note that applying the technique has
two practical consequences: any measurement from a real
animal once applied to the polygonal model has the effect
of changing the proportions of the original model (which
could be an idealized or otherwise fictitious animal) to the
proportions of the real measured animal. That means that
for a single model the technique can create individual bod-
ies with their own measurements, which we explore in this
paper.

The second point is that the same hierarchy can be
used for animation, since it allows for independent rotations
and translations to be applied to the various local coordinate
systems enclosing the body.

4 Customization of 3D Models

The extension on the previous work proposed in this paper
is the use of pictures of real animals to derive the measure-
ments needed for customization. The process of customiza-
tion starts with the user specifying a source image and a
source object to be customized as illustrated in Figure 4.

As mentioned before, the image and 3D object should
be of the same animal that we are customizing. Since we
will be deriving the measurements from the image, it is im-
portant the image to be as close as possible to a sideview
of the animal. This is not strictly necessary but it is more
intuitive for the user. When the image is not a perfect side-
view we could apply a correction factor to compensate for
perspective foreshortening. This would demand estimating
camera parameters for the image, a task beyond the scope of
the current work. We will be exploring this in future work,
as part of a more sophisticated fully automatic solution.



(a) Source Image

(b) Source Original 3D Object

Figure 4: Start of Customization Process

The process continues with the user selecting one fea-
ture from the 3D model which she wants to control with
a corresponding line in the 2D image. This establishes a
correspondence between the two. The first correspondence
is more important since it establishes the scale between the
2 “worlds”, the 2D world and the 3D one. We call this
the scale correspondence. Basically, we need to define that
a given distance dsp in the 3D world corresponds to dzp
pixels in the 2D image. The scale is then computed as
S2pe3p = d3p/dap. Therefore, the new length I3p for a
given feature in the 3D world will be derived from a corre-
sponding length I3 p in the 2D world as l3p = lapSap«3p.

Any line in the image together with any feature in 3D
would work to establish the scale correspondence. Never-
theless, we have found useful to use the feature defined for
the length of the body as the basis to establish such a corre-
spondence. For this feature we create a first line in 2D (the
larger vertical line shown in Figure 5(a)). The purpose of
this line is to help the user fine tune the best scale without
affecting the 3D model. After the scale correspondence is
made the user can ask the system to customize the model
up to that point. This is done continuously and interactively
until the user considers the result satisfactory.

The same line in the image can, and usually does, cor-
respond to more than one feature in the 3D object. This is
normally the case, for instance, when one single line con-
trols the features for both front legs of a horse. Not nec-
essarily all features of the 3D model are customized. The
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body parts not affected by the process remain the same. Af-
ter a few iterations, where the user can fine tune the lengths
of lines in the 2D image, the model is customized.

(a) Source Image with Lines

(b) Customized Horse

Figure 5: Final Result of Customization

Since we are using cylinders with a circular base, we
can afford to have only 2 measurements for each cylinder
and still modify the 3D shape accordingly. This means that
we can not modify depth information. The modified value
for the depth or z-coordinate will be proportional to the
transformation applied to the y-coordinates. In future work
we plan to use cylinders with a non-circular base as prim-
itives and therefore be able to control the z-coordinate as
well.

In Figure 5 we can see that besides scale, the final cus-
tomized horse has the same posture as the one in the im-
age, a horse galloping. This is accomplished independently
from the scaling modifications since for each cylinder the
user can specify a rotation to be applied.

5 Results

We show in this section two results of applying the tech-
nique to customize a 3D horse model. The original 3D gen-
eral horse model is shown in Figure 1(a).

We have chosen 2 horse breeds with distinguished body
differences. The first one is the Highland Pony shown in
Figure 6. It has shorter than usual legs and a compact body,
as usual for ponies. Figure 7 shows the results for a Don
type of horse. This type of horse has a more balanced struc-
ture and leaner body. For the Highland Pony we have used



(a) Source Image

(b) Customized Horse

Figure 6: Source Image and Result for a Highland Pony

as many lines as features in the 3D model whereas for the
Don horse there was no need to customize the width of the
foreleg.

As we can see from the results, the technique allows
for coarse body modifications only. Of course, the same ini-
tial distinctive body characteristics of the original 3D model
are maintained. This is evident in the neck area of the orig-
inal horse model, which has a strong curvature also present
in the customized versions. This could be fixed at the ex-
pense of introducing more cylinders in the hierarchy. We
could, for instance, represent the neck with 2 cylinders in-
stead of one, and force the underlying geometry represent-
ing the neck to “straight the neck up”. We should point out
also that we are using models with a relatively low count of
triangles, only 1344 triangles. A more detailed mesh would
allow for smoother customizations. In a sense the results
here could be interpreted as the “worst case”. Figure 8
shows another result of composing the individual horses
into a single scene.

6 Conclusions and Future Work

We have presented a method for customization of geometric
models representing animals. The user inputs an image of
the desired result and traces lines on this image which indi-
rectly control local shape transformations on the 3D model.
The 3D model is represented by a set of hierarchically re-
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(a) Source Image

(b) Customized Horse

Figure 7: Source Image and Result for Don Horse

Figure 8: A rural scene



lated local cylindrical coordinate systems.

This technique is attractive since it uses a picture as a
visual aid to modify the shape of a 3D object. The method
is useful for “fast” customization of a pre-existent model.
In our experience, once the support for transformations is
in place (cylinders plus features), changing a given model
can take from a few minutes to half an hour, depending on
how detailed the user wants the morph to be.

The current version of the system allows for a wide
range of modifications without restrictions. In some cases
it could be interesting, however, to have a “biologically cor-
rect” result (in terms of proportions). We plan to implement
this feature based on animal studies [12] which give ideal
proportions for animals, and restrict the modifications ac-
cording to these rules.

The ultimate goal here is to input an image and a 3D
model and let the system do the morph automatically, with-
out any user intervention. This is an ambitious goal which
we will pursue in future work, possibly exploring and inte-
grating image processing and computer graphics techniques.
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