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Abstract. The watershed transform has been used for image segmentation relying mostly on image gradients.
However, background noise tends to produce spurious gradients, that cause over-segmentation and degrade the
output of the watershed transform. Also, low-contrast edges produce gradients with small magnitudes, which
may cause different regions to be erroneously merged. In this paper, a new technique is presented to improve
the robustness of watersheds segmentation, by reducing the undesirable over-segmentation. A redundant wavelet
transform is used to denoise the image and enhance the edges in multiple resolutions, and the image gradient is
estimated with the wavelet transform. The watershed transform is then applied to the obtained gradient image, and
segmented regions that do not satisfy specific criteria are removed.
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1 Introduction

Image segmentation is a challenging problem in image
analysis. Segmentation consists of isolating the different
regions, which generally correspond to meaningful objects
that compose a given scene.

In particular, thewatershed transformis one of the
most well known image segmentation approaches based on
morphological principles [1, 2, 3]. If we regard a grayscale
image as a topographic relief, the gray value at a given loca-
tion represents the elevation at that point. If this relief is to
be flooded, the water will fill up lower elevation points first,
and then the water level will increase. When water com-
ing for two different regions meet, awatershedis created.
The different regions that were flooded are calledcatchment
basins.

If this process is applied to a gradient image (in which
each pixel corresponds to the modulus of the gradient at a
particular point), the watersheds correspond exactly to the
crest lines of the gradient, which are associated with the
edges of the image. Therefore, the catchment basins are the
segmented objects in the image.

To use watersheds for image segmentation, a robust
image gradient computation technique is required. Images
are inherently noisy, and noisy graylevel fluctuations tend
to cause spurious gradients. These gradients generate un-

desired watersheds, causing over-segmentation.
Usually, a simple threshold is not sufficient to elim-

inate the gradients associated with noise, specially in im-
ages where the amount of noise is large and/or low contrast
edges occur. There are methods proposed in the literature to
simplify an image, by removing small details from it, before
applying the watershed transform. Meyer [4] introduced the
levelingsapproach, which consists of applying morpholog-
ical filters to reduce small details in the image. This ap-
proach works well for images with small amounts of noise,
but has limitations when the amount of noise is greater
and/or when low contrast edges are involved. Hariset al.
[5] proposed an edge-preserving statistical noise reduction
approach as a pre-processing for the watershed transform,
and a hierarchical merging process as a post-processing
stage. The results obtained with this approach are satisfac-
tory, but edge enhancement is not explored, causing regions
with weak borders to be erroneously merged. Weickert [6]
proposed to pre-process the image using partial differen-
tial equations in order to reduce noise and enhance edges.
However, the edge enhancement procedure appears to have
not been sufficiently explored in [6], and consequently the
performance of this technique in images containing weak
edges (e.g. blurred images) was not reported.

We propose to pre-process the image before applying
the watershed transform, so noise is removed and image



edges are kept and/or enhanced. In this work, we discuss
a wavelet-based method for image denoising and edge en-
hancement in multiple resolutions, which improves the ro-
bustness of the watershed transform. In this approach, the
gradients of the denoised and enhanced image are estimated
using the wavelet transform, and then the watershed trans-
form is applied to the obtained gradient image. The water-
sheds implementation uses the immersion simulations ap-
proach [2]. A post-processing stage is finally utilized to
remove over-segmented regions with small areas, and to
merge erroneously segmented regions, that are separated by
weak borders after denoising and enhancement.

2 Pre-Processing

To improve the quality of the segmentation based on water-
sheds, we need to have an image with well defined edges
(preventing different regions from being merged because of
gaps in their common borders), and the image should con-
tain small amounts of noise (preventing the occurrence of
over-segmentation caused by false edges related to noise).

In a previous work [7], the authors proposed a multi-
resolution denoising technique based on the wavelet trans-
form. In the present work, this approach was modified to
include edge enhancement, so edges and background noise
are discriminated more easily. Our proposed image denois-
ing and enhancement approach is detailed next.

In the pre-processing stage, the discrete wavelet de-
composition using only two detail images (horizontal and
vertical details) is applied to the image [8]. As a result, the
detail imagesW 1

2j f [n,m] andW 2
2j f [n,m] are obtained at

each scale2j , as well as the smoothed imageSf
2j [n,m].

The detail imagesW 1
2j f andW 2

2j f may be considered as
local differences along thex andy directions, and may be
used to obtain a good approximation of the image gradi-
ent. Therefore, the gradient (i.e. edge) magnitudes can be
calculated in terms ofW 1

2j f andW 2
2j f as follows [8]:

M2j f =
√

(W 1
2j f)2 + (W 2

2j f)2, (1)

and the edge orientation is given by the gradient direction,
which is expressed by:

θ2j f = arctan
(

W 2
2j f

W 1
2j f

)
. (2)

For image denoising, we want to find a non-negative
non-decreasing shrinkage functiongj(x), 0 ≤ gj(x) ≤ 1,
such that the wavelet coefficientsW 1

2j f andW 2
2j f are up-

dated according to the following rule:

NW i
2j f [n,m] = W i

2j f [n,m]gj [n,m], i = 1, 2, (3)

wheregj [n, m] = gj(M2j f [n,m]) is calledshrinkage fac-
tor. To preserve edges during the noise removal process,

the shrinkage factors should be close to1 near edges, and
close to0 in homogeneous regions. Thus, differentiation
between noise and edge-related coefficients is crucial. This
discrimination is accomplished after three steps: first, im-
age gradients are analyzed (since gradients related to noise
are typically smaller than gradients related to edges); sec-
ond, adjacent scales are compared (because responses due
to noise tend to vanish faster that responses due to edges
as the scale increases); third, the spatial distribution of the
gradients is analyzed, since edges appear in contours, and
no isolated.

2.1 Wavelet Shrinkage

As proposed in [7], the distribution of the magnitudes

M2j f =
√

(W 1
2j f)2 + (W 2

2j f)2 at each resolution2j ,

are approximated by a combination of Rayleigh probabil-
ity density function:

pj(r) = wj
noisepj(r|noise) + (1− wj

noise)pj(r|edge), (4)

where pj(r|noise) and pj(r|edge) are Rayleigh distribu-
tions of noise-related and edge-related coefficients, respec-
tively, wj

noise is thea priori probability for the noise-related
gradient magnitude distribution (and, consequently,1 −
wj

noise is thea priori probability for edge-related gradient
magnitudes). To simplify the notation, we remove the in-
dexj, and equation (4) can thus be written as:

p(r) = wnoisep(r|noise) + (1− wnoise)p(r|edge). (5)

The parameters of the Rayleigh function, as well as thea
priori probabilities are obtained by fitting the theoretical
model (equation (5)) to the actual data, using a maximum
likelihood approach. The shrinkage functiong(r) is given
by the posterior probability functionp(edge|r), which is
calculated using Bayes theorem as follows:

g(r) =
(1− wnoise)p(r|edge)

(1− wnoise)p(r|edge) + wnoisep(r|noise)
(6)

Further discrimination between edge and noise can be
achieved by analyzing the evolution of the shrinkage func-
tions along consecutive scales and applying spatial con-
straints, as discussed next.

2.1.1 Consistency Along Scales

For each scale2j , the valuegj [n,m] may be interpreted as
a confidence measure that the coefficientM2j [n,m] is in
fact associated to an edge. If the valuegj [n,m] is close
to 1 for several consecutive levels2j , it is more likely that
M2j [n, m] is associated with an edge. On the other hand,
if gj [n,m] decreases asj increases, it is more likely that
M2j [n, m] is actually associated with noise.



For each scale2j , we use the information provided
by the functiongj , and also by the functionsgj+k, for
k = 1, 2, ...,K, whereK + 1 is the number of consecu-
tive resolutions that will be taken into consideration for the
consistency along scales. The harmonic mean is used to
combine the shrinkage factor in consecutive scales:

gscale
j [n, m] =

K + 1
1

gj [n,m] + 1
gj+1[n,m] + · · ·+ 1

gj+K [n,m]

.

(7)
This updating rule is applied from coarser to finer resolu-
tion. The shrinkage factorgscale

J [n,m], corresponding to
the coarsest resolution2J , is equal togJ [n,m]. However,
for other resolutions2j , j = 1...J − 1, the shrinkage fac-
tors gscale

j [n,m] depend on scales2j , 2j+1, ..., 2κ, where
κ = min{J, j + K}.

2.1.2 Geometric Consistency

Even better discrimination between noise and edges may
be achieved by imposing geometrical constraints. Usually,
edges do not appear isolated in an image. They form con-
tour lines, which we assume to be polygonal (i.e. piecewise
linear). In our approach, a coefficientM2j f [n,m] should
have a higher shrinkage factor if its neighbors along the
local contour direction also have large shrinkage factors.
To detect this kind of behavior, we first quantize the gra-
dient directionsθ2j f into 0◦, 45◦, 90◦ or 135◦. The con-
tour lines are orthogonal to the gradient direction at each
edge element, so we can estimate the contour direction from
θ2j f . We then add up the shrinkage factorsgscale

j [n,m]
along the contour direction, obtaining the shrinkage factors
ggeom’

j [n,m], as follows:





N∑

i=−N

α[i]gscale
j [n + i, m], if C2j [n, m] = 0◦,

N∑

i=−N

α[i]gscale
j [n + i, m + i], if C2j [n, m] = 45◦,

N∑

i=−N

α[i]gscale
j [n,m + i], if C2j [n, m] = 90◦,

N∑

i=−N

α[i]gscale
j [n + i, m− i], if C2j [n, m] = 135◦,

(8)

whereC2j [n,m] is the local contour direction at the pixel
[n,m], 2N + 1 is the number of adjacent pixels that should
be aligned for geometric continuity, andα[i] is a Gaussian
window that allows neighboring pixels to be weighted dif-
ferently, according to their distance from the pixel[n,m]
under consideration.

In the presence of noise, randomly aligned coefficients
occur, and could also be strengthened. To overcome this po-
tential difficulty, we compare the contour direction in two

consecutive levels. It is expected that contours would be
aligned along the same direction in two consecutive lev-
els (it is the same contour at different resolutions), but re-
sponses due to noise should not be aligned (gradients as-
sociated to noise will not be oriented consistently in con-
secutive resolutions). Therefore, a second updating rule is
applied to the shrinkage factorsggeom’

j [n,m]. The second
updating rule takes into account the normalized inner prod-
uct of corresponding vectors in consecutive resolutions:

ggeom
j [n,m] = ggeom’

j [n,m]·| cos(θ2j f [n,m]−θ2j+1f [n,m])|.
(9)

Notice that the factor| cos(θ2j f [n,m]−θ2j+1f [n,m])| pro-
vides a measure for direction continuity. It has value one
if the same direction occurs in two consecutive levels, and
value zero if the orientations differ by90◦ (i.e., are orthog-
onal).

2.2 Edge Enhancement

The approach described above can be extended to enhance
edges in noisy images. The shrinkage factorsggeom

j [n,m]
assume values between 0 and 1, which is useful for the se-
lective shrinkage of the wavelet coefficients in image de-
noising. However, for edge enhancement purposes, we al-
low these shrinkage factors to be greater than 1, so the cor-
responding wavelet coefficients will be enhanced, as well
as some relevant image edges, when the inverse transform
is applied.

Therefore, we introduce an edge enhancement func-
tion hj : [0, 1] → [0, +∞), which is used for updating the
shrinkage factorsggeom

j [n, m] according to:

genh
j [n,m] = hj(g

geom
j [n,m]). (10)

A simple choice forhj(v) is a linear functionhj(v) =
βjv, for βj ≥ 1. The valuesβj are chosen to control
the amount of edge enhancement at each scale2j , allow-
ing the enhancement of structures with different sizes. To
enhance small objects, we should choose high values forβj

with j small. To enhance only large structures, high values
should be chosen forβj with j large. The parametersβj

should be chosen based on the average size of the objects
to be segmented in the image. The updated wavelet coeffi-
cientsNW i

2j f [n,m] are computed using equation (3) with
genh

j [n,m] instead ofgj [n,m], and the denoised/enhanced
image is obtained.

For example, consider thebacteriaimage shown Fig-
ure 1. It can be noticed that background noise is intense,
and some edges are fuzzy. Figure 2 shows the denoising
and edge enhancement of thebacteria image, using three
levels in the wavelet decomposition, andβ1 = 1, β1 = 4.5,
β3 = 2 were the enhancement factors.



Figure 1:Bacteriaimage.

Figure 2: Enhancedbacteriaimage.

3 Computing the Watershed Transform

After applying the technique described above, we obtain a
denoised image with enhanced edges. The wavelet trans-
form is recomputed for the enhanced image, and the detail
imagesWW 1

2j f [n,m] andWW 2
2j f [n,m] are obtained at

each scale2j . The enhanced edge magnitudesMenh
2j f are

then obtained as follows:

Menh
2j f =

√
(WW 1

2j f)2 + (WW 2
2j f)2, (11)

An appropriate scale2j should be chosen depending on the
size of the objects that should be segmented in the image.
Let 2J be this scale, and letMenh = Menh

2J f be the gradient
image.

Even after the pre-processing stage, some spurious

gradients still remain in the image. To remove these un-
desired small gradients, a thresholdT is applied to the gra-
dient image, and values ofMenh smaller thanT are set to
zero. The thresholdT is selected as a standard value, such
asT = κ max(Menh), wheremax(Menh) is the maximum
of the gradient magnitudes, andκ is a constant (0 < κ < 1).

The enhanced magnitudesMenh for thebacteriaimage
(usingκ = 0.2) is shown in Figure 3.

Figure 3: Enhanced gradient magnitudes for thebacteria
image.

The watersheds ofMenh are then computed, and the
segmented image is obtained. In this work, we used the
watershed implementation based on immersion simulations
[2]. With this approach, it is assumed that holes are pierced
in each regional minimum of the gradient image (which is
viewed as a topographic surface). This surface is slowly
immersed into a lake, and the water will progressively fill
up the catchment basins of the surface, starting from the
lowest altitude points. At each pixel where the water com-
ing from different minima would merge, a “dam” is built.
After the hole surface is flooded, each minimum is com-
pletely surrounded by dams (the watersheds), which delimit
its catchment basin (the segmented region).

The watersheds for thebacteria image are shown in
Figure 4. The bacteria were segmented from the back-
ground, but some small undesired regions also appeared in
the segmentation.

A post-processing stage is then applied to merge re-
gions separated by low-contrast borders, and to remove er-
roneously segmented regions that are small in size and/or
do not satisfy the problem specific criteria. In this case,
we have chosen simple problem constraints, such regions
smaller than a particular size are not considered to bevalid
segmented regions.



Figure 4: Watersheds computed for thebacteriaimage.

4 Post-Processing

Often, the realistic objects exist within a range of sizes in
an image. Under these circumstances, it is possible to set
a minimum region area to segment valid regions. We have
adopted the following criteria for merging adjacent regions,
using the area constraint. LetTA be the smallest area al-
lowed. If a certain region has an area smaller thanTA, then
its borders with the neighboring regions are searched, and
this region is merged with the neighboring region which has
the widest border.

Also, if the border between two adjacent regions is
weak (i.e. has low contrast), the regions are merged. To de-
cide if a border is strong enough to keep two regions apart,
a hysteresis-like procedure is used, similar to Canny’s [9].

Two thresholdsT1 < T2 are chosen, and a particu-
lar border is kept if all the gradients along this border are
greater thanT1, and at least a fractionp of the gradients are
greater thanT2. Otherwise, the regions separated by this
border are merged.

As an illustration of the efficiency of our post-
processing technique, the final segmentation of thebacteria
image is displayed in Figure 5. Areas smaller than 9 pixels
were merged (TA = 9), and the thresholdsT1 andT2 in the
hysteresis-like step are, respectively,25% and40% of the
maximum gradient magnitude obtained for this image.

5 Experimental Results

We compared our proposed technique with the watersheds
obtained after a smoothing process (denoising), and edge
detection (to obtain the gradient magnitudes). More specif-
ically, we used a Gaussian kernel for denoising [10], and
the Prewitt operator [11] to extract the digital gradient (a
threshold was used to remove gradients with a magnitude

Figure 5: Post-processed watersheds computed for thebac-
teria image.

smaller than20% of the maximum magnitude).
The watersheds obtained using the Prewitt operator to

estimate the gradients of thebacteria image are shown in
Figure 6. Comparing with Figure 4, it is clear that the pro-
posed technique produces a more accurate segmented im-
age.

Figure 6: Watersheds computed for thebacteriaimage us-
ing the Prewitt operator to estimate the gradient image.

Another example is shown in Figure 7. This image
displays grains of rice in a slowly varying background in-
tensity (in the vertical direction). This image is noisy, and
presents low contrast when the background is lighter. Fig-
ures 8(a) and 8(b) show the obtained watersheds using the
Prewitt operator (pre-processed with a Gaussian filter), and



our denoising and enhancement technique,respectively.

Figure 7:RiceImage.

Figure 9 shows four slices of a tomographic image of
a soil sample. Although these images are not very noisy,
the borders between the objects are weak and blurry. Fig-
ures 10 and 11 show, respectively, the watersheds obtained
using the Prewitt operator (with a Gaussian filter), and the
proposed denoising and enhancement technique. It is no-
ticeable that without the enhancement provided by our tech-
nique, the regions in the interior of the slice are missed com-
pletely (this is clear in the watersheds obtained using with
Prewitt operador).

6 Conclusions

In this paper, a new method for improving the robustness
of the segmentation based on watersheds was proposed. It
relies on a pre-processing stage, for image denoising and
edge enhancement. The watershed transform is then ap-
plied to the gradient image, obtained in the wavelet domain,
at a given resolution2J . Finally, a post-processing proce-
dure is applied to remove regions with small areas, and to
merge regions with low-contrast boundaries.

Our preliminary results indicate that the over-
segmentation problem, which is characteristic of the wa-
tersheds technique, can be reduced. Also, broken contours
due to weak edges are significantly eliminated with our ap-
proach.

The proposed technique is robust when applied to
noisy and/or blurred images, and in general performs better
than using conventional filtering and edge detection tech-
niques as a pre-processing stage.

Future work will concentrate on extending this ap-
proach to color image segmentation and analysis.

(a)

(b)

Figure 8: Watersheds forrice image. (a) Using the Prewitt
operator (with Gaussian filtering). (b) Using the proposed
denoising/enhancement procedure with post-processing.
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