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Abstract

This paper presents a multiple classifier system applied
to the handwritten word recognition (HWR) problem. The
goal is to analyse the influence of different global classi-
fiers taken isolatedly as well as combined in a particular
HWR task. The application proposed is the recognition of
the Portuguese handwritten names of the months. The strat-
egy takes advantage of the complementary mechanisms of
three different classifiers: Conventional Neural Network,
Class-Modular Neural Network and Hidden Markov Mod-
els, yielding a multiple classifier that is more efficient than
either individual technique. The recognition rates obtained
vary from 75.9% using the stand alone HMM classifier to
96.0% considering the classifiers combination.

1. Introduction

The main objective of this work is to analyse the influ-
ence of different global classifiers taken isolatedly as well
as combined in a particular HWR task. The application
proposed is the recognition of the Portuguese handwritten
names of the months. This is an important task, since it con-
stitutes a sub-problem of bank check date recognition. To
achieve this goal, we evaluate the performance of a multiple
classifier system. The development of an effective handwrit-
ten date processing system for bank checks is very challeng-
ing. The system must consider different data types, such as
digits and words written in different styles (pure cursive, up-
percase, spaced discrete, and mixed).

This study deals only with recognition of the month
names represented by a limited lexicon of 12 classes:
Janeiro, Fevereiro, Março, Abril, Maio, Junho, Julho,

Agosto, Setembro, Outubro, Novembro and Dezem-
bro. However, the names for some of these classes share
a common sub-string, which adds to the problem com-
plexity. As can be observed in Figure 1, there is similarity
between the suffix of some classes in the lexicon, which in-
creases the confusion and affects the performance of the
recognizer. Another source of confusion is that some names
have the same first letter (e.g. junho and julho) and this let-
ter is very important in the word recognition process, as ob-
served by Schomaker [1]. Further difficulty is added by
the fact that the vowels (a, e, i, o) exhibit low discrimina-
tory power in the human reading process [1]. The same lex-
icon has been studied in other works [2, 3, 4, 5], with
system performance always being limited by the confu-
sions indicated in Figure 1.

Figure 1. Complexity of the recognition prob-
lem: prefix and suffix.



In this work, we utilize an approach based on multi-
ple classifiers, projected to avoid the intrinsic difficulties of
the lexicon. This solution shows that by combining com-
plementary information obtained with distinct classifiers, a
better performance can be achieved than that of any indi-
vidual classifier [6]. Therefore, this work presents a mul-
tiple classifier system based on three different classifiers:
Conventional Neural Network - NN, Class-Modular Neu-
ral Network - CMNN and Hidden Markov Models - HMM.
Figure 2 shows an overview of the system.

The image database and preprocessing operations are
presented in Section 2. The NN strategy is described in Sec-
tion 3, employing an implicit segmentation procedure fol-
lowed by extraction of three different kinds of features for
the neural classifier. Section 4 shows the CMNN scheme
that consists of one feature extraction process based on pre-
fix/suffix discrimination plus the class-modular neural net-
work. The HMM classifier is described in Section 5, includ-
ing feature extraction, topology and algorithms. In Section
6, the classifiers combination is described and the experi-
mental results are presented and analyzed, in order to de-
termine their discriminating potential, both individually as
well as assembled. Finally, this paper concludes analyzing
the overall system performance.

Preprocessing
Image and

NN Classifier

HMM Classifier

Combiner
Recognized

Word
CMNN Classifier

Figure 2. Overview of the multiple classifiers
system.

2. Word Database

To develop the system it was initially necessary to con-
struct a database that can represent the different handwrit-
ing styles present in the Brazilian Portuguese language. This
was done by collecting samples of each month name, from
500 writers of different levels of education. Each writer was
asked to fill an specific form where the word correspond-
ing to each month name would be written once. No restric-
tions were imposed regarding writing style and no hand-
written models were provided, which resulted in a very het-
erogeneous database. The words were digitized at 200 dpi.
Figure 3 illustrates some samples from this database.

For the experiments, the database was randomly split
into three data sets: Set 1 - Training Base with 3,600 words;

Set 2 - Validation Base and Set 3 - Testing Base, both with
1,200 words. For each set, the words are evenly distributed
among the classes.

Figure 3. Sample images from the database.

2.1. Preprocessing

The form does not provide reference lines to the writer,
resulting in words with different baseline skew and slant.
To reduce this variability slant and baseline skew normal-
ization algorithms were applied [2], using inclinated pro-
jection profiles and shear transformation.

3. Conventional Neural Network Classi-
fier (NN)

3.1. Implicit Segmentation and Feature Extraction

A limitation with neural classifiers is the need for a fixed
size input vector. To meet this requirement an implicit seg-
mentation is performed spliting each sample image in to
8 sub-regions of equal size, as shown in Figure 4. This
number corresponds to the average number of letters in
the lexicon words. For each sub-region ten patterns are de-
fined ���� ��� ��� ��� ��� ��� ��� ��� �	� ��
�, thus forming
for each image a feature vector containing 80 patterns. An-
other requirement of the neural classifier are normalized in-
put patterns, implying that all components of the feature
vector need to be normalized based on the respective def-
inition, as described in next section.

Figure 4. Example of implicit segmentation.



3.2. Perceptual Features

The perceptual features are considered high-level fea-
tures due to the important role they play in human reading
process, which uses features like ascenders, descenders and
estimation of word lenght to read handwritten words [7].

To extract ascenders and descenders it is necessary to
determine the image reference lines. To do this, the words
horizontal projection histogram of black-white transitions
is initially determined. The line with maximum histogram
value is called Central Line (CL). Next, a smoothing proce-
dure is applied to eliminate histogram discontinuities. The
Upper (UL) and Lower (LL) Lines are the ones above and
below CL, respectively, with 70% of the maximum his-
togram value [2]. The central region of the word, is defined
as the area located between the UL and LL lines. An exam-
ple of this procedure is presented in Figure 5.

Figure 5. Example of reference lines detec-
tion.

The 10 patterns used in the perceptual feature set are:

� �� - Ascender position: Position of the ascender cen-
tral pixel, normalized by sub-region width;

� �� - Ascender size: Height of ascender normalized by
the height of central region;

� ��� �� - Descender position and size: Same as defined
for ascenders, considering the descender sub-region;

� �� - Closed loop size: Number of pixels inside a clo-
sed loop normalized by the respective sub-region area.
A closed loop is defined as the region where from an
internal (background) pixel a black (or contour) pixel
is always reached for any moving direction;

� ��� �� - Closed loop location: Coordinates of the clo-
sed loop center of mass. The� and� coordinates are
normalized by the sub-region width and height, respec-
tively;

� ��� �	 - Concavity angles: Initially the convex hull is
constructed starting at the bottom-most point of the
boundary as shown by Parker [8]. The leftmost and

rightmost points in the hull are detected and the an-
gles (relative to the horizontal) defined by the line seg-
ments joining them to the starting point are measured.
The angles are normalized by 90Æ;

� ��
 - Estimated segment lenght: Number of transi-
tions (black-white) in the central line of the sub-region,
normalized by the total number of transitions in the
central line of the word. One transition is defined as
thebackground-foreground or foreground-background
transition outside of the closed loops.

When a pattern does not occurs in a sub-region it is nec-
essary to assign a value to represent this absence. The zero
value is not a good choice, because the occurrence of many
null patterns would degrade the NN performance. There-
fore, it was heuristicaly decided to assign 0.001 to indicate
absence of a pattern.

3.3. Directional Features

The directional features can be considered intermediate-
level features, conveying relevant information about the im-
age background. In this paper, the directional features de-
fined are based on concavity testing [8], where for each
white image pixel (or background pixel) it is tested which
of the four main directions (NSEW) leads to a black (con-
tour) pixel, as shown in Figure 6. Labels are assigned to
the background pixels according with Table 1 using the re-
sult of these directional tests. Label 10 is assigned to iso-
lated letters, without ligature strokes.

Figure 6. Example of directional features ex-
traction.

For each of the image sub-regions, the components of
the feature vector���� ��� ��� ��� ��� ��� ��� ��� �	� ��
�
are obtained by counting the number of pixels assigned to
the corresponding label, normalized by the sub-region area.
When there are no pixels of a given label, the value 0.001 is
assigned to the vector.



Label Type
1 Closed in all directions
2 Open down
3 Open up
4 Open right
5 Open left
6 Open right and up
7 Open left and up
8 Open left and down
9 Open right and down
10 Open down and up

Table 1. Convention used for the directional
feature set.

3.4. Topological Features

Topological features reflect pixel density over the image
regions, being classified as low-level features. To determine
these features a zoning was performed spliting each sub-
region in two parts, above and below the word central line.
Furthermore, the upper and lower parts were each divided
in 4 zones, as shown in Figure 7.

The feature vector components���� ��� ��� ��� ��� ���
��� ��� represent the count of black pixels in each of the
eight zones, normalized by the respective zone area. Com-
ponents��	� ��
� correspond to the sub-region center of
mass coordinates normalized by the sub-region width and
height, respectively. When the number of black pixels is
zero, the value mapped to the vector is 0.001.

Figure 7. Example of zoning used.

3.5. Neural Classifier

The neural network used was of the MLP-type imple-
mented via the SNNS simulator program [9]. Each NN is
composed by 80 neurons in the input layer, one hidden layer

and 12 neurons in the output layer. Input data is shuffled be-
fore presentation and the back-propagation with momentum
algorithm plus one update function for optimizing the adap-
tation weights were used for training. Validation was em-
ployed in order to avoid over-learning. The error obtained
in the validation set for each training epoch was used as
stop criterion.

4. Class-Modular Neural Network Classifier
(CMNN)

4.1. Feature Extraction

In this classifier, perceptual features [7] and character-
istics based on concavities / convexities are represented by
the number of their occurrences. However, only these dis-
crete primitives are not enough to produce a robust recogni-
tion system [10]. Therefore, a zoning mechanism was added
to the features set during primitives extraction.

Zoning splits the image in two areas, defined at the right
and at the left of the word center of gravity, as shown in Fig-
ure 8-a. This mechanism explores the information provided
by the occurrence of features in each specific zone.

Figure 8. Example of zoning used: (a) areas
detection and (b) loops detection.

The feature set can be described as following:

� Number of loops on the left/right-areas, Figure 8-b;

� Number of concave and convex semicircles on the left/
right-areas, Figure 9-a and Figure 9-b, respectively.
The concave and convex points are obtained by math-
ematical morphology;

� Number of crossing-points, branch-points and end-
points on the left/right-areas, Figures 9-c, 9-d and 9-e,
respectively;

� Number of horizontal axis crossings by stroke
(NHAC), Figure 9-f;

� Number of ascenders and descenders on the left/right-
areas;



� Proportion of white/black pixels inside the word
bounding box (NPP), Figure 9-g, given by

prop�
��� ���

��

where�� and��� are, respectively, the total number of
pixels and the amount of black pixels inside the bound-
ing box;

� Number of vertical lines, Figure 9-h, number of hor-
izontal lines, number of ascenders with loop on the
left/right-areas and number of descenders with loop on
the left/right-areas.

These 14 features are extracted from each word in order to
generate a feature vector of dimension 24. When a feature
is not found in the word, a small value is assumed, for our
case, 0.001.

Figure 9. Feature extraction: a) concave
semicircles, b) convex semicircles, c)
crossing-points, d) branch-points, e)end-
points, f) NCH, g) NPP and h)vertical lines.

4.2. Class-Modular Classifier

A single task is decomposed into multiple subtasks and
each subtask is allocated to an expert network. In this pa-
per, as well as in Oh et al. [11], the�-classification prob-
lem is decomposed into� 2-classication subproblems. For
each one of the� classes a 2-classification subproblem is
solved by the 2-classifier specifically designed for that class.

Therefore, the 2-classifier is only responsible for one
specific class and discriminates that class from the other
��� classes. In the class-modular framework,� 2-classi-
fiers solve the original�-classification problem coopera-
tively and the class decision module integrates the outputs
from the� 2-classifiers.

In Figure 10-a, we can see the MLP architecture for a
2-classifier. The modular MLP classifier consists of� sub-
networks,�� for � � � � � � �, each responsible for one
of the� classes. The architecture for the entire network is
shown in Figure 10-b.

Figure 10. Class-modular architecture [11]:
(a) sub-network and (b) whole network with
K modules.

5. HMM Classifier

The features utilized by the HMM classifier are the same
presented in Section 3.2 and 3.3, although using differ-
ent extraction and representation, both adapted to this ap-
proach. The features are extracted from the word images
and a pseudo-segmentation process is applied to obtain
a sequence of corresponding observations. A segment is
delimited by two consecutive black-white transitions over
the Central Line. A symbol is designated to represent the
extracted set of features for each segment, making up a
grapheme. Transitions that are found inside the loops of the
word body are not considered in this analysis. In case of



no feature being extracted from the analyzed segment, an
empty symbol denoted by	 is emitted. This feature set is
capable of representing the ligature between letters and sep-
arating graphemes. The character # denotes a separator be-
tween two graphemes. Figure 11 illustrates the feature ex-
traction and segmentation processes.

Figure 11. Example of feature extraction: a)
feature set and b) segmentation.

In order to select an informative subset of graphemes to
be used as input data to the HMM a mutual information cri-
terion was used to define the symbol alphabet [5]. This cri-
terion is based on the information content of each extracted
feature and on the occurrence of combinations of these fea-
tures in the same pseudo-segment. The entire and definitive
alphabet is composed of 29 different symbols selected from
all possible symbol combinations, using the mutual infor-
mation criterion.

5.1. Word Recognition Method

Our word HMM models are based on a left-right dis-
crete topology where each transition can skip at most two
states. The lexicon size allows one model for each class.
Model training is based on the Baum-Welch Algorithm and
the Cross-Validation process [12, 13]. The objective of the
Cross-Validation process is to monitor the general outcome
during the training process. It is done on two data sets: train-
ing and validation. After the Baum-Welch Algorithm itera-
tion on the training data, the likelihood of the validation data
is computed using the Forward Algorithm [12]. During the
experiments, the matching scores between each model
 �
and an unknown observation sequence� are carried out us-
ing the Forward algorithm.

6. Experimental Results

For each feature set presented in Section 3, one NN is
trained and tested. The class that presents the maximum out-
put value is the class recognized. The amount of neurons in

the hidden layer was empirically determined, different con-
figurations being tested. The best results were obtained us-
ing 75, 80 and 85 neurons for perceptual features (NN-P),
directional features (NN-D) and topological features (NN-
T), respectively.

For the class-modular MLP, each of the� 2-classifiers is
independently trained using the training and validation sets.
The backpropagation algorithm was used in each case in the
same way as in the conventional MLP. To train a 2-classifier
for each word class, we reorganize the original training and
validation sets into two sub-sets,�
 and��.�
 has the sam-
ples from current class and�� contains the samples from all
other classes, taking into account the a priori probability for
each class. To recognize the input patterns, the class deci-
sion module considers only the�
 outputs from each sub-
network (Figure 10-a) and uses a simple winner-takes-all
scheme to determine the final class.

The HMM scheme was evaluated with the same sets
used for the other classifiers and for each class one model
was trained and validated. The model that assigns maxi-
mum probability to one test image represents the class rec-
ognized.

Table 2 shows the results obtained for each scheme indi-
vidually. It can be seen that the best results were obtained
using the Conventional NN with the perceptual feature set.
Table 3 presents the confusion matrix for the NN-P classi-
fier. The rows in the matrix represent the classification re-
sult.

Classifier NN-P NN-D NN-T CMNN HMM
RR 86.8 % 86.1 % 84.9 % 83,0% 75.9 %

Table 2. Recognition rate obtained for each
classifier individually.

J F M A M J J A S O N D
J 77 9 1 1 2 5 2 1 1 1
F 10 80 2 2 4 1 1
M 3 90 1 2 1 1 1 1
A 4 90 2 1 2 1
M 1 1 2 1 88 3 2 1 1
J 1 1 88 2 3 2 1 2
J 1 3 3 92 1
A 1 1 6 89 3
S 2 1 1 84 8 2 2
O 1 1 1 1 1 94 1
N 1 2 1 1 1 7 1 86
D 2 2 1 1 1 3 3 4 83

Table 3. Confusion matrix for NN and percep-
tual feature set (NN-P).



6.1. Classifiers Fusion

To obtain the hybrid classifier it is necessary to define
a combination rule for the classifiers output. In this work,
three combining strategies have been considered based on
the definitions presented by Kittler et al. [6]. Initially, we
make the assumption that an object Z must be assigned to
one of the� possible classes�
�� � � � � 
�� and assume
that� classifiers are available each representing the given
pattern by a distinct measurement vector. Denote the mea-
surement vector used by the�th classifier as�� and the
a posteriori probability� �
� ���� � � � � ���. Therefore the
combining rules are:

� Sum (S): Assigns Z to class
� if

��

���

��
� ���� �
�

���
���

��

���

��
�����	 (1)

� Product (P): Assigns Z to class
� if

��

���

��
� ���� �
�

���
���

��

���

��
� ����	 (2)

� Weighted sum (WS): Assigns Z to class
� if

��

���

�� � ��
� ���� �
�

���
���

��

���

�� � ��
�����	 (3)

where��, � � �� � � � � � are weights for the classifiers.

To guarantee that the classifier outputs represent proba-
bilities, an output normalization is performed:

� ��
� ���� �
� �
� �����
� � �
� ����

� (4)

For the weighted sum rule, the optimum weights are ob-
tained by an exhaustive search procedure where for each
classifiers combination 2,000 different weight vectors with
random adaptation are tested.

The average recognition rates obtained considering dif-
ferent classifiers combination are presented in Table 4. It
can be seen that the best result was obtained using com-
bination by weighted sum of NN-P, NN-D, NN-T, CMNN
and HMM classifiers. This result means that for this specific
problem and considering these classifiers the weighted sum
rule represents the best solution. However, Table 4 shows
that other combining strategies produce recognition rates
very close to 96.0%. This indicates that a different best re-
sult can be obtained for a distinct problem. The confusion
matrix for the present best result is shown in Table 5.

Classifiers
Fusion rules

S (%) P (%) WS (%)
NN-P and NN-D 90.0 90.9 91.1
NN-P and NN-T 89.8 90.8 90.8
NN-D and NN-T 88.4 88.7 89.1
NN-P and CMNN 91.7 90.8 92.5
NN-D and CMNN 91.5 92.0 92.2
NN-T and CMNN 91.2 90.6 91.2
NN-P and HMM 90.2 90.2 90.7
NN-D and HMM 90.6 90.9 90.6
NN-T and HMM 89.1 89.3 89.2
NN-P, NN-D and NN-T 92.0 91.3 92.2
NN-P, NN-D and CMNN 95.0 94.3 95.2
NN-P, NN-D and HMM 93.1 93.1 93.2
NN-P, NN-T and CMNN 94.2 93.7 94.6
NN-P, NN-T and HMM 92.6 92.4 93.0
NN-D, NN-T and CMNN 93.8 92.8 94.1
NN-D, NN-T and HMM 91.8 92.6 92.3
NN-P, CMNN and HMM 94.0 93.8 94.3
NN-D, CMNN and HMM 93.2 94.0 93.7
NN-T, CMNN and HMM 93.3 93.5 93.7
NN-P, NN-D, NN-T and CMNN 94.9 94.3 95.6
NN-P, NN-D, NN-T and HMM 93.5 93.0 93.7
NN-P, NN-D, CMNN and HMM 95.5 95.4 95.7
NN-P, NN-T, CMNN and HMM 95.5 94.7 95.6
NN-D, NN-T, CMNN and HMM 94.8 94.3 95.2
NN-P, NN-D, NN-T, CMNN and HMM 95.3 95.2 96.0

Table 4. Recognition rate obtained using dif-
ferent classifiers combination.

J F M A M J J A S O N D
J 93 4 2
F 4 96
M 1 99
A 100
M 1 3 93 2 1
J 1 1 1 95 1 1
J 1 98 1
A 1 3 93 3
S 98 1 1
O 1 99
N 1 1 4 94
D 2 1 1 2 94

Table 5. Confusion matrix for the best result.

7. Discussion and Conclusions

Comparing the confusion matrix for the best individual
classifier (shown in Table 3) with that of the best combi-
nation (presented in Table 5) an improvement of 10.6%
in the average recognition rate can be observed. An over-
all improvement can be observed for all classes, mainly for
classes������� and��������� that present a rate increase
of approximately 20%. This result shows that combining
different classifiers by a hybrid approach can yield a signif-
icant performance improvement.

To summarize, this paper presents a multiple classifier
hybrid system applied to the recognition of the Portuguese
handwritten names of the months. This system is based on



a Global Approach, which extracts global features from the
word image, hence avoiding the need for explicit segmen-
tation. This approach explores word context information,
while allowing for aspects based on psychological models.
Therefore, unlike other proposed systems, it is not depen-
dent on the sucess of a segmentation process.

We have evaluated the efficiency of combining NN,
CMNN and HMM classifiers for a problem of handwritten
word recognition. The main conclusion obtained is that the
analyzed classifiers are complementary and the combining
strategy proposed enhances their complementarity. There-
fore, the multiple classifier system is a better solution to the
analyzed problem than either of the classifiers taken indi-
vidually. This result indicates that a similar strategy can be
applied to other restricted lexicons.

Performance comparison with other reported cur-
sive handwritten recognition systems is not easy, due to
the use of distinct databases and/or lexicons. The only
known studies for the Portuguese language were pub-
lished by Morita et al. [4], which utilized the same lex-
icon as ours from a distinct database, having achieved
a recognition rate of 91.5% using an analytical ap-
proach with verification. Another similar study by Kim et
al. [14] has combined HMM and MLP classifiers to a lex-
icon with 12 classes, corresponding to the english month
names, extracted from the CENPARMI database. For the
standalone MLP classifier with 12 classes, correspond-
ing to the full english month names, a recognition rate of
79.4% was achieved. For the combined HMM-MLP clas-
sifier this rate goes up to 88.8%. This comparison shows
that our system obtains better rates than other similar sys-
tems recently reported. Future work will focus on the
analysis of rejection mechanisms.
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