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Abstract

This paper proposes a new rotation-invariant and scale-
invariant representation for texture image retrieval based
on Steerable Pyramid Decomposition.

By calculating the mean and standard deviation of de-
composed image subbands, the texture feature vectors are
extracted. To obtain rotation or scale invariance, the fea-
ture elements are aligned by considering either the domi-
nant orientation or dominant scale of the input textures.

Experiments were conducted on the Brodatz database
aiming to compare our approach to the conventional Steer-
able Pyramid Decomposition, and a recent proposal for tex-
ture characterization based on Gabor Wavelets with regard
to their retrieval effectiveness. Results demonstrate the su-
periority of the proposed method in rotated and scaled im-
age datasets.

1 Introduction

Texture-based image retrieval has been an active re-
search topic over the last years. Although several methods
have achieved high retrieval rates [3, 7, 8], some of them
were evaluated under controlled scenarios, where there is a
lack of image distortions, such as rotations and scales. Fur-
thermore, methods that achieved rotation-invariant texture
characterizations, where mostly proposed for classification
applications. In general, these methods take advantage of
a priori knowledge about the texture patterns, so that their
classification rates can be improved [9, 11, 14].

In this context, the next challenge in texture im-
age retrieval applications consists therefore in achieving
rotation-, and scale-invariant feature representations for
non-controlled environments.
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This paper addresses these problems by proposing a new
texture descriptor based on Steerable Pyramids. Roughly
speaking, a Steerable Pyramid is a method in which im-
ages are decomposed into a set of multi-scale, and multi-
orientation image subbands, where the basis functions are
directional derivative operators [4]. Our motivation in using
Steerable Pyramids relies not only on the fact that they have
demonstrated discriminability properties for texture charac-
terization [5], but also that unlike other image decomposi-
tion methods, the feature coefficients are less modified un-
der the presence of image rotations, or even scales. The
proposed descriptor computes the mean and standard devia-
tion of the decomposed image subbands. To obtain rotation
or scale invariance, extracted feature vectors are aligned by
considering either the dominant orientation or dominant
scale of the input textures.

The main contributions of this paper are: (1) the proposal
of a new texture feature representation based on Steerable
Pyramid Decomposition to facilitate rotation-invariant, and
scale-invariant applications, and (2) a comprehensive evalu-
ation that demonstrates the discriminating power of our ap-
proach in characterizing different classes of textures under
the presence of image distortions (scales and orientations).

The outline of this paper is as follows. In the next sec-
tion, we briefly review the fundamentals of the Steerable
Pyramid Decomposition. Section 3 describes how texture
images are characterized to obtain rotation-invariant, and
scale-invariant representations. The experimental setup in
our study is presented in section 4. In section 5, experi-
mental results on several datasets are given, and are used to
demonstrate the retrieval effectiveness improvement of our
approach. Finally, some conclusions are drawn in section
6.



2 Steerable Pyramid Decomposition

The Steerable Pyramid Decomposition is a linear multi-
resolution image decomposition method, by which an im-
age is subdivided into a collection of subbands localized at
different scales and orientations [4]. Using a high-, and low-
pass filter (Hy, L) the input image is initially decomposed
into two subbands: a high-, and a low-pass subband, respec-
tively. Further, the low-pass subband is decomposed into
K-oriented band-pass portions By, ..., Bx_1, and into a
lowpass subband L;. The decomposition is done recur-
sively by subsampling the lower low-pass subband (Lg) by
a factor of 2 along the rows and columns. Each recursive
step captures different directional information at a given
scale. Considering the polar-separability of the filters in the
Fourier domain, the first low-, and high-pass filters, are de-
fined as [13]:

Lo(r.0) = L(5,0) /2 0
Ho(r,0)= H %79)

where 7,60 are the polar frequency coordinates. L, H are
raised cosine low-, and high-pass transfer functions:
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By (r, 0) represents the K directional bandpass filters used
in the iterative stages, with radial and angular parts, defined
as:
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A first level image decomposition using Steerable Pyramid
is shown in Figure 1.

where oy, = 2(F—1)

3 Texture feature representation

This section describes the proposed modification of
Steerable Pyramid Decomposition to obtain the rotation-
invariant, and scale-invariant representations, which are
used to characterize the texture images.

Input Ouput
TImage Image

Figure 1. First level image decomposition
based on Steerable Pyramid Decomposition.

3.1 Texture representation

Roughly speaking, texture images can be seen as a set
of basic repetitive primitives characterized by their spatial
homogeneity [2]. By applying statistical measures, this in-
formation is extracted, and used to capture the relevant im-
age content into feature vectors. More precisely, we use
the mean (u,,,,) and standard deviation (o,,,,) of the energy
distribution of the filtered images (.5,,,,,), by considering the
presence of homogeneous regions in texture images. Given
an image I(z,y), its Steerable Pyramid Decomposition is
defined as:

Sm'n(xa y) = Z Z I(:(:l, yl)B'nm(I —T1,Y — yl) (6)

1 Y1

where B,,,, denotes the directional bandpass filters at stage
m=20,1,...,5 — 1, and orientationn = 0,1,..., K — 1.
The energy distribution (E(m, n)) of the filtered images at
scale m, and at orientation n is defined as:

E(m,n) =Y > |Smn(z,y)| )

T

Additionally, the mean (u,,,) and standard deviation
(omn) of the energy distributions are found as follows:
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The corresponding feature vector ( f) is defined by using
the mean and standard deviation as feature elements. It is
denoted as:

—
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3.2 Rotation-invariant representation

Rotation-invariant representation is achieved by comput-
ing the dominant orientation of the texture images followed
by feature alignment. The dominant orientation (DO)
is defined as the orientation with the highest total energy
across the different scales considered during image decom-
position [1]. It is computed by finding the highest accu-
mulated energy for the K different orientations considered
during image decomposition:

DO; = maz {ESR), BE® ,ngjl} (11)

where ¢ is the index where the dominant orientation ap-
peared, and:

ER) — ZE(m,n), n=0,1,...

m=0

K—1. (12

Note that each ET(LR) covers a set of filtered images at
different scales but at same orientation.

Finally, rotation-invariance is obtained by shifting circu-
larly feature elements within the same scales, so that first
elements at each scale correspond to dominant orientations.
Let f be a feature vector obtained by using a Pyramid De-
composition with S = 2 scales, and K = 3 orientations:

f= [,UOOaUOOy,LLOhUOl’NO%UOQ; (13)
H10, 0105411, 01151412, 012]

Now suppose that the dominant orientation appears at index
i = 1 (DO;—1), thus the rotation-invariant feature vector,
after feature alignment, is represented as follows:

—

R _ .
= [Mou0017M0230027M007000, (14)
H11,011, H12,012, K110, 0’10]

3.3 Scale-invariant representation

Similarly, scale-invariant representation is achieved by
finding the scale with the highest total energy across the dif-
ferent orientations (dominant scale). For this purpose,the
dominant scale (D)) at index 4 is computed as follows:

DS; = maz {Egs>,E§S>, . ,Egs;y} (15)

where Ef,f ) denotes the accumulated energies across the S
different scales:

K-1
E{) =" E(m,n), m=0,1,...

n=0

,S—1. (16)

Note that each E,(q;g ) covers a set of filtered images at
different orientations for each scale. Let f be, again, the
feature vector obtained by using a Pyramid Decomposition
with S = 2 scales, and X = 3 orientations:

f= [NOOaUOO’NOhJOlsNO%JOZ; 17)
H105 0105115, 0115412, 012]

By supposing that the dominant scale was found at index
1 = 2 (second scale in the image decomposition), its scale-
invariant version, after feature alignment, is defined as:

=,

5 .
I°= [Mlo,010,1111,011#12,0'127 (18)
H005 0005015, 00154025 002]

For both rotation-invariant, and scale-invariant repre-
sentations, the feature alignment is based on the assump-
tion that to compare similarity between texture images,
they should be aligned according their dominant orienta-
tions/scales.

3.4 Similarity Measure

Similarity between images is obtained by computing the
distance of their corresponding feature vectors. The smaller
the distance, the more similar the images. Given the query
image (¢), and the target image (j) in the dataset, the dis-
tance between the two patterns is defined as [10]:

d(i,5) =YY dmnli, ) (19)

where:
. T ot — 0l
( ) O‘(Umn) O‘(Umn)

a(ftmn) and a(oy,y) denote the standard deviations of the
respective features over the entire dataset. They are used for
feature normalization purposes.

4 Experimental setup
4.1 Datasets

To evaluate the effectiveness of our approach, we se-
lected thirteen texture images obtained from the standard
Brodatz dataset. Before being digitized, each of the 512 x
512 texture images was rotated at different degrees [12].
Figure 2 displays the non-rotated version of each of the tex-
ture images.

To test the rotation-invariance, and scale-invariance of
the method, three different image datasets were generated:
non-distorted, rotated, and scaled. The non-distorted im-
age dataset was constructed just from input textures with no
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Figure 2. Texture images from the Brodatz
dataset used in our experiments. From left
to right, and from top to bottom, they in-
clude: Bark, Brick, Bubbles, Grass, Leather,
Pigskin, Raffia, Sand, Straw, Water, Weave,
Wood, and Wool.

rotation and scale changes. Each texture image was parti-
tioned into sixteen 128 x 128 non-overlapping subimages.
Thus, this dataset comprises 208 (13 x 16) different images.
The second image dataset is referred to as rotated image
dataset, and was generated by selecting the four 128 x 128
innermost subimages from texture images at 0, 30, 60, and
120 degrees. A total number of 208 images were gener-
ated (13 x 4 x 4). Finally, in the scaled image dataset, the
512 x 512 non-rotated textures were first partitioned into
four 256 x 256 non-overlapping subimages. Each parti-
tioned subimage was further scaled by using four different
factors, ranging from 0.6 to 0.9 with 0.1 interval. This led
to 208 (13 x 4 x 4) scaled images.

4.2 Retrieval Effectiveness Evaluation

In our experiments, a simulated query is represented by
any of the 208 images in a dataset. The relevant images for
each query are defined as the 15 remaining subimages from
the same input texture. In this context, a total number of
43056 (207 x 208) queries were performed in each dataset.

The retrieval effectiveness was measured in terms of rel-
evant retrieval average rate, i.e., the percentage of relevant

images among the top IV retrieved images.

S Experimental Results

Three series of experiments were conducted to evaluate
the retrieval effectiveness our method. In the first ones (Sec-
tion 5.1), we evaluate the discriminating power of the con-
ventional Steerable Pyramid Decomposition [15] in charac-
terizing texture images, and how its retrieval effectiveness
is affected by the presence of scaled and rotated versions
of texture patterns. The second and third series of experi-
ments are used to evaluate the rotation-, and scale-invariant
properties of our approach (Sections 5.2, 5.3, respectively).
Comparisons with the conventional Pyramid Decomposi-
tion [15], and with a recent proposal for rotation, and scale-
invariance texture retrieval based on Gabor Wavelets [6] are
further discussed.

We used a Steerable Pyramid having four orientations
(K = 4), and two levels of decomposition (S = 2), leading
thus to a feature vector of 16 elements (4 x 2 x 2). Our
experiments agree with [3] in that the most relevant textu-
ral information is contained in those two levels, since little
retrieval improvement is achieved by varying the number
of scales from two to three levels during image decomposi-
tion. Furthermore, our motivations in using small size fea-
ture vectors are: (1) to show that the retrieval effectiveness
of our approach is not compromised, and (2) to facilitate
image retrieval applications where data storage capacity is
a limitation.

5.1 Effectiveness of conventional Steer-
able Pyramid Feature Representation

The retrieval effectiveness of the conventional Steerable
Pyramid is shown in Figure 3. It compares, for each class of
texture, the average rate of retrieving the relevant images for
the non-distorted image dataset, the rotated image dataset
without rotation-invariant representation, and the scaled im-
age dataset without scale-invariant representation.

In the case of the non-distorted dataset, it can be no-
ticed that the Steerable Pyramid presents good retrieval ac-
curacy for almost all classes. However, the effectiveness is
low for textures that have, either no strong direction (Bark,
Bubbles), or for textures whose subimages present visual
dissimilarities among each other (Brick). Additionally, we
can see that for the rotated image dataset, the retrieval ef-
fectiveness decays rapidly for images with a defined direc-
tion (Brick, Leather, Pigskin, Raffia, Straw, Water, Wood,
Wool). This happens because feature coefficients of self-
similar subimages are rotated (shifted). Moreover, note that,
in the scaled image dataset, the retrieval effectiveness is
less affected than in the case of the rotated image dataset.
However, images whose fine patterns become more visible,
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Figure 4. Average retrieval rates per texture
class for rotated image dataset withour and
with rotation-invariant representation, respec-
tively.

Figure 3. Average retrieval rates for non-

distorted image dataset, rotared image dataset oo = ——
without rotation-invariant representation, and

the scaled image dataset without scale-
invariant representation using the conven-
tional Steerable Pyramid Decomposition hav-
ing S = 2 scales and K = 4 orientations. ee
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5.2 Effectiveness of Rotation Invariance
Representation o

To show both the improvement over the conventional
Steerable Pyramid, and the capability of our method for
characterizing rotated texture images, we used the rotated
image dataset. From Figure 4, we can see that for al-
most all classes the retrieval accuracy was dramatically
increased. This observation is more notorious in images
having strong direction (Brick, Leather, Pigskin, Raffia,
Straw, Water, Wood), since our feature alignment considers

Figure 5. Comparison of rotation-invariant
retrieval performances for the rotated image
dataset using the recent Gabor-based ap-
proach [6], and our approach.

the dominant orientation in the images. Further, Figure 5 5.3 Effectiveness of Scale Invariance Rep-
shows that our approach outperforms the recent proposal resentation

for rotation-invariant characterization using based on Gabor

Wavelets [6]. However, the latter method presents better re- In this subsection, our approach is compared with the
trieval accuracy for images that have an uniform scattered conventional Steerable Pyramid Decomposition, and Gabor
region, i.e, some unique primitives appear at any location in Wavelets for the scaled image dataset (Figures 6, 7). From
the textures, including, for example, image borders (Water, Figure 6, we can notice that the highest retrieval accuracy
Wood). In this case, Gabor Wavelets perform better, since improvement is achieved in textures characterized by the

at least one filter in the filterbank covers that subregion. presence of micro-patterns (Pigskin, Sand, Weave). By us-



ing different levels of scale decompositions, these micro-
patterns are highlighted, and therefore are more distinctive
even for textures belonging to the same texture class. Fur-
thermore, feature vectors are aligned according to the dom-
inant scale in texture images, improving the effectiveness of
the retrieval process.

Conventional Steerable Pyramid s
Our method ===

ao .

Figure 6. Average retrieval rates per texture
class for scaled image dataset withoutr and
with rotation-invariant representation, respec-
tively.

In Figure 7, we compare the retrieval effectiveness of our
approach with the one using the modified Gabor Wavelets.
Our method yields better retrieval effectiveness for all
classes except for the Leather texture pattern.

Note that more discriminatory information is obtained
by downsampling rows and columns (Steerable Pyramid
approach) than by using filterbanks at few scales (Gabor
Wavelets approach).

5.4 Results Summarization

A summary of our experimental results is provided in Ta-
ble 1. It compares the average rates of retrieving the 15 most
similar images for each of the input textures in the rotated,
and scaled image datasets. We can see that our method (M-
SPyd) improves retrieval rates over the conventional Steer-
able Pyramid (C-SPyd) and Gabor Wavelets (GWs) on both
image datasets. Note that the retrieval effectiveness was im-
proved in almost 20% for the rotated image dataset, whereas
for the scaled image dataset it was improved from 80.5% to
86.51% over the conventional Steerable Pyramid.

Gabor Wavelets oo
Our method
100
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60 =

a0 - —

Figure 7. Comparison of scale-invariant re-
trieval performances for the scaled image
dataset using the recent Gabor-based ap-
proach [6], and our approach.

| | M-SPyd | C-SPyd | GWs |
Rotated image 80.02% 59.62% 61.42%
dataset
Scaled image 86.51% 80.5% 60.7%
dataset
F.eature. . 16 16 16
dimensionality

Table 1. Average retrieval rates and feature
dimensionalities for the methods used in our
experiments.

5.5 Image Retrieval Examples

Figure 8 displays four retrieval examples of the three
evaluated methods. The two first queries were selected from
the rotated-image datasets. They correspond to the classes
for which our method and the Gabor Wavelets achieved the
highest retrieval accuracy (Raffia and Water, respectively).
Similarly, the remaining two image queries were selected
to illustrate the scale-invariance capabilities. They belong
to the Sand and Leather classes.

The input queries are shown on the first columns, and
their relevant retrieved images are displayed in increasing
order on the following columns. Furthermore, for each
query image, the retrieved relevant images shown on the
first, second, and third rows, are obtained by considering
respectively the conventional Steerable Pyramid, our ap-
proach, and Gabor Wavelets.



From the retrieved images, we can see that our method
outperforms the conventional Steerable Pyramid for all
query images. Additionally, for the cases where Gabor
Wavelets achieved highest retrieval accuracy (second, and
fourth queries), our method retrieved almost all relevant im-
ages.

6 Conclusions

In this paper, a new method for facilitating rotation-
invariant, and scale-invariant image retrieval applications
was introduced. Our approach exploits the discriminabil-
ity properties of the Steerable Pyramid Decomposition for
texture characterization, and by taking into account either
the dominant orientation or dominant scale of the input
textures, a new feature descriptor is proposed.

We performed a total number of 43056 different queries
in three image datasets. Experimental results obtained in
those datasets are very encouraging, since the new method
demonstrated retrieval rates improvements for both rotated,
and scaled image datasets. More specifically, the rotation-
invariant and scale-invariant average retrieval rates of our
method are increased respectively from 59.62% to 80.02%
and from 80.5% to 86.51% over the conventional Steerable
Pyramid. It is worth mentioning, that the average retrieval
rates of Gabor Wavelets presented less retrieval accuracy
being 61.42% and 60.7% for the rotated and scaled image
datasets, respectively.

Future work on this matter will include extending this
method for both rotated and scaled image characterization.
Furthermore, we plan to use this approach for problems
concerning texture segmentation and recognition.
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Figure 8. Image retrieval examples for each of the three methods: conventional Steerable Pyramid,
our approach, and Gabor Wavelets (first, second, and third rows, respectively). Each query image is
shown on the first column, and its 15 top matches are displayed in increasing order.




